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CHAPTER1 [INTRODUCTION

1.1 ABOUT THISMANUAL

Thismanual isintended as a general purpose user’s guide for Q-Chem, a modern
eledronic structure program. The manual contains badkgroundinformation that describes
Q-Chem methods and wser-seleded parameters. It is assumed that the user has me
familiarity with the UNIX environment, an ASCII file editor and a basic understanding
of quantum chemistry.

The manual isdivided into 11chapters and 3appendices which are briefly summarized
below. After installi ng Q-Chem and making recessary adjustmentsto you user acourt,
it isrecommended that particular attention be given to Chapters Three aad Four. The
latter chapter has been formatted so that advanced users can quickly find the information
they require, while supdying rew users with amoderate level of important badkground
information. This format has been maintained throughou the manual, and every attempt
has been made to gude the user forward and badkward to ather relevant information so
that alogicd progresson throughthis manual, while recommended, is not necessary.

1.2 CHAPTER SUMMARIES

Chapter 1:  Genera overview of the Q-Chem program, its feaures and cgpabiliti es,
the people behind it and contad information

Chapter 22 Proceduresto ingtal, test and run Q-Chem on you madine

Chapter 3: Basic atributes of the Q-Chem command line input.

Chapter 4: Runnng self-consistent field groundstate cdculations.

Chapter 5: Running wavefunction-based correlation methods for groundstates.

Chapter 6: Running excited state cdculations

Chapter 7:  Using Q-Chem’s built-in basis sts and runnng wser-defined basis sts

Chapter 8: Using Q-Chem’ s effedive wre patential cgpabiliti es

Chapter 9:  Options avail able for determining pdential surface citicd points sich as
transition states and locd minima

Chapter 10  Tedhniques avail able for computing moleaular properties and performing
wavefunction analysis

Chapter 11:  Important customization ogions avail able to enhance user flexibility

Appendix A: OPTIMIZE padkage used in Q-Chem for determining Moleaular
Geometry Criticd Points

Appendix B: Q-Chem’'s AOINTS library, which contains sme of the fastest two-
eledronintegral codes currently avail able

Appendix C: $rem variable reference
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1.3 CONTACT INFORMATION

1.3.1 GENERAL INQUIRIESAND SALES

For general information regarding kroad aspeds and feaures of the Q-Chem program,
seeQ-Chem’'s WWW home page (http://www.g-chem.com). Alternatively, contad
Q-Chem, Inc. headquerters:

Q-Chem, Inc.

Four Triangle Lane

Suite 160

Export, PA 156329255

Telephore: (724) 3259969
Fax: (724) 3259560
email: sales@qg-chem.com

suppat@qg-chem.com
info@g-chem.com

1.3.2 CUSTOMER SUPPORT

Full customer suppat is promptly provided thoughtelephore or email for those
customers who have purchased Q-Chem’ s maintenance ontrad. The maintenance
contrad offers free aistomer suppat and dscourts on future releases and updites. For
detail s of the maintenance ®@ntrad seeQ-Chem’s home page (http://www.g-chem.com).

1.4 Q-CHEMm, INC.

Q-Chem, Inc. isbased in Export, Pennsylvania and was founced in 1993 Q-Chem’s
scientific contributors and baard members includes leading guantum chemistry software
developers - Martin Head-Gordon (Berkeley), Peter Gill (Cambridge), Fritz Schaefer
(Georgia) and JohnPople (Northwestern). The dose couging ketween lealing
university reseach groups, and Q-Chem Inc. ensures that the methods and algorithms
avail able in Q-Chem are state-of-the-art.

In order to creae thistedindogy, the founders of Q-Chem, Inc. built entirely new
methoddogies from the ground up using the latest algorithms and modern programming
tedhniques. Since 1993 well over 50 man-yeas have been devoted to the development of
the Q-Chem program. The author list of the program shows the full li st of contributors
to the aurrent version, consisting d some 35 people.



Chapter 1: Introduction 3

1.5 ComMPANY MISSON

The misson d Q-Chem, Inc. isto develop, distribute and suppat innovative quantum
chemistry software for industrial, government and acalemic researchersin the chemicd,
petrochemicd, biochemicd, pharmaceuticd and material sciences.

1.6 Q-CHEM FEATURES

Quantum chemistry methods have proven invaluable for studying chemicd and physicd
properties of moleaules. The Q-Chem system brings together a variety of advanced
computational methods and todsin an integrated ab initio software padage, gredly
improving the speed and acaracy of caculations being performed. I1n addition, Q-Chem
will acommodate far large moleaular structures than previoudy possble and with no
lossin acairagy, thereby bringing the power of quantum chemistry to criticd reseach
projeds for which thistoal was previously unavail able.

1.6.1 WHAT SNEW IN Q-CHEM 2.07?

Inaword--- lots!! We ae very proud d the many new feaures that this new release of
Q-Chem contains. The main ores are listed below, but they are by nomeans all, and you
asauser shoud adso ndaicesignificant improvementsin performance and robustnessover
ealier versons. So, withou further ado, hereisalist of the main new goodes, and who
Is primarily to thank for them.

New algorithms for large-moleaule density functional cdculations
¢ New Jengine and Jforce engine by Yihan Shao (Berkeley)
¢ LinK for exchange energies and forces by Christian Ochsenfeld (Mainz)
» Effedive core potentialsfor energies and gadients (Chapter 8)
¢ Highly efficient PRISM-based algorithms to evaluate ECP matrix elements
¢ Widerange of ECP' sand ECP basis ts built-in.
¢ By RossAdamson and Peter Gill (Cambridge and Nottingham)
« Anayticd secmond drivatives for density functional theory cdculations
¢ Substantially more dficient than previous finite-diff erences of gradients
¢ By Jing Kong(Q-Chem)
e Locd semnd ader Mgl er-Plesst (MP2) methods
¢ Accaurate and efficient TRIM methodfor energy evaluation
¢ By Mike Lee and Martin Head-Gordon (Berkeley)
e Standard highlevel eledron correlation methods (Chapter 5)
0 QCISD, QCISD(T), CCSD, CCSD(T), MP3, MP4
¢ By Steve Gwaltney, AnnaKrylov, David Sherrill and Ed Byrd (Berkeley)
* New highlevel eledron correlation methods (Chapter 8, Chapter 9)
¢ Optimized orbital couped cluster (Anna Krylov, David Sherrill, Ed Byrd)
¢ CCSD(2) and OD(2) methods (Steve Gwaltney)
¢ Excited state muded cluster methods for OD and VOD (Anna Krylov)
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* Time-dependent density functional theory for excited states
¢ Computationaly inexpensive and d'ten much more acarate than CIS
¢ Developed by So Hirata and Cherri Hsu (Berkeley)
* Langevin dpdes lvation model
¢ A lealing continuum solvation tregment
¢ Developed by Jan Florian and Arieh Warshel (USC)

1.6.2 SUMMARY OF METHODSAND FEATURES

Linea scding methods for Hartree Fock and DFT cdculations
¢ CFMM for Couomb interadions (energies and gadients)
¢ LinK for exchange interadions (energies and gadients)
¢ Linea scding exchange-correlation quedrature
e Locd, Gradient-Correded and Hybrid DFT functionals
¢ Slater, Bedke, GGA91 and Gill *96 exchange functionals
VWN, PZ81, Wigner, Perdew86, LY P and GGA91 correlation functionals
EDF1 exchange-correlation functional
B3LYP, B3P and wser-definable hybrids
Analyticd gradients and analyticd frequencies
» Post-Hartree Fock wavefunction-based eledron correlation methods
Efficient semidired MP2 energies and gadients
Locd MP2 for energies using the TRIM and DIM models
MP3, MP4, QCISD, CCSD energies
OD and QCCD energies and analyticd gradients
QCISD(T), CCSD(T) and OD(T) energies
CCSD(2) and OD(2) energies
¢ adive space ouped cluster methods: VOD, VQCCD, VOD(2)
» Extensive ecited state caabiliti es
¢ ClSenergies, analyticd gradients and analyticd frequencies
¢ CIS(D) energies
¢ Time-dependent density functional theory energies (TDDFT)
¢ Couped cluster excited state energies (OD, and VOD)
e Evauationand visualizaion d moleaular properties
Langevin dpades lvation model
Evaluate densiti es, eledrostatic potentials, orbitals over cubes for plotting
Natural BondOrbital (NBO) anaysis
Attacdhment-detachment densities for excited statesvia CIS, TDDFT
Vibrational analysis after evaluation d the nuclea coordinate Hessan
* High performance geometry and transition structure optimization
Optimizesin Cartesian, Z-matrix or delocdized internal coordinates
Impose bondangle, dihedral angle (torsion) or out-of-plane bend constraints
Freezes atomsin Cartesian coordinates
Congtraints do nd need to be satisfied in the starting structure
Geometry optimizaion in the presence of fixed pant charges

< S OO

SO

SO

SO
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1.7 HIGHLIGHTED FEATURES

Developed by Q-Chem, Inc. andits collaborators, fundamental feauresinclude COLD
PRISM, CFMM, CIS(D), OPTIMIZE padages. The feaures, which are highlighted
below, are daborated in later relevant sedions.

1.7.1 THEORETICAL ADVANCEMENTS

COLD PRISM

The COLD PRISM isthe latest in a number of high performancetwo-eledron integral
agorithms developed by Peter Gill and hs collaborators at Massy University and the
University of Cambridge. The development of COLD PRISM began with the redi zaion
that all methods for computing two-eledron integral matrix elements involve four steps
(represented by the COLD aaonym), namely - contradion (C), operator (O), momentum
(L) and dengity (D). This has culminated in the unificaion and augmentation d the
previous PRISM and J engine methoddogies into a generali sed scheme, for the
construction d two-eledron matrix elements from shell-pair data. New in version 20
are extensonsto the PRISM scheme to permit highly efficient evaluation o the matrix
elements asciated with effedive wre potentials.

Continuous Fast Multipole Method (CFMM)

One of the main driving forcesin the evolution d Q-Chem is the implementation d the
Continuows Fast Multipole Method (CFMM) developed by Chris White & the University
of Cdlifornia & Berkeley. This enables Q-Chem to cdculate the dedronic Coulomb
interadions (the rate-limiting step in large DFT cdculations) in lesstime than ather
programs, and the time saved adually increases as the moleaule becomes larger. New in
version 20 isan improved treagment of the short-range interadions, developed by Yihan
Shao at Berkeley, that significantly speads up energy evaluation and damaticdly speels
up force evaluation, with nolossof acarracy.

Local MP2

Q-Chem'’slocd MP2 methods are unique, and were developed by Michad Leg Paul
Maden and Martin Head-Gordon at Berkeley. Unlike other locd correlation methods
these satisfy al the properties of atheoreticd model chemistry, and yield strictly
continuous potential energy surfaces. Locad MP2 reduces disk requirements compared to
conventional MP2 by afador propational to the number of atomsin the moleaule, and
permits cdculationsin the 1000to 1500 fasis function range on workstations.

High Level Coupled Cluster Methods

Q-Chem'’s couded cluster capabiliti es have been developed new from the ground up by
AnnaKrylov (USC) and David Sherrill (Georgia Tedh) whil e they were postdocs in the
reseach goup d Martin Head-Gordonat Berkeley. In addition to conventional methods
such as QCISD, CCSD, CCSD(T), Q-Chem also contains novel optimized orbital
couped cluster methods developed by Krylov, Sherrill and Ed Byrd at Berkeley, that can
be performed in adive spaces. Additionally new high level methods developed bv Steve
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Gwaltney in Head-Gordoni s group are avail able exclusively in Q-Chem. These methodks,
dencoted as CCSD(2) and OD(2), are superior to CCSD(T) and QCISD(T) for problems
involving bondbre&ing and radicds.

CHEMSOL

The Q-Chem program incorporates the CHEM SOL padkage developed by Jan Florian
and Arieh Warshel at the University of Southern Californiato trea solvation bythe
method d Langevin dpales. This method has aready been proven in many applicaions
studies, and contains important physicd feaures such as dieledric saturation that are not
acarately cgotured by dher commonly used continuum solvation models.

OPTIMIZE

The Q-Chem program incorporates the latest version d Jon Baker' s OPTIMIZE padage,
containing a suite of state-of-the-art algorithms for geometry optimization including the
extremely efficient delocdized internal coordinates. Dr. Baker wrote the optimizaion
algorithmsin the Spartan padkage and the optimizaion code in the Biosym-distributed
versions of DMol, Turbomole and Zinda

1.7.2 GRAPHICAL USER INTERFACE (GUI)

Linux Spartan

Under development jointly between Wavefunction (www.wavefun.com) and Q-Chem for
release ealy in 2001 Linux Spartan will bringthe eae of use of Wavefunction's
graphicd user interfacetogether with the full version d Q-Chem as a bad-end for
eledronic structure cdculationsin asingle integrated padcage.

1.8 CURRENT DEVELOPMENT AND FUTURE RELEASES

All detail s of functionality currently under development, information relating to future
releases, and petch information are regularly updated onthe Q-Chem web page
(http://www.g-chem.com). Users are referred to this page for updates on devel opments,
release information and further information on adering and li censes. For any additional
information, please cntad Q-Chem, Inc. headquerters.
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1.9 CITING Q-CHEM

The official Q-Chem citation for thisreleaseisajourna article that has been written
describing the main technical features of the program. The full citation for thisarticleis:

“Q-Chem 2.0: A high-performance ab initio electronic structure program”,

J. Kong, C. A. White, A. I. Krylov, C. D. Sherrill, R. D. Adamson,
T. R. Furlani, M. S. Lee, A. M. Lee, S. R. Gwaltney, T. R. Adams,
C. Ochsenfeld, A. T. B. Gilbert, G. S. Kedziora, V. A. Rassolov,
D. R. Maurice, N. Nair, Y. Shao, N. A. Besley, P. E. Maslen,

J. P. Dombroski, H. Daschel, W. Zhang, P. P. Korambath,

J. Baker, E. F. C. Byrd, T. Van Voorhis, M. Oumi, S. Hirata,

C.-P. Hsu, N. Ishikawa, J. Florian, A. Warshel, B. G. Johnson,

P. M. W. Gill, M. Head-Gordon, and J. A. Pople,

J. Comput. Chem. (2000) 21, 1532-1548.
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CHAPTER 2 INSTALLATION

2.1 Q-CHEM INSTALLATION REQUIREMENTS

2.1.1 EXECUTION ENVIRONMENT

Q-Chem is ipped asa @lledion d excutables and scripts for the mmputer systems you
will run Q-Chem on. No compilationis needed. Oncethe pakageisinstaled,itis
realy to run. Theingtallationinstructions are provided onthe CD cover.

The software required to run Q-Chem on you platform is minimal and includes:
e asuitable operating system

* runtime libraries (usually provided with you operating system)

+ perl, verson 5

2.1.2 HARDWARE PLATFORMSAND OPERATING SYSTEMS

Q-Chem will run onarange of UNIX-based computer systems, ranging from Pentium
and Athlon based PCsrunning Linux, to high performance workstations and servers
runnng aher versions of UNIX. For the avail ability of a speafic platform/operating
system, please dhedk Q-Chem web page & http://www.g-
chem.com/products/platforms.html.

2.1.3 MEMORY AND HARD Disk

Memory

Q-Chem, Inc. has endeavored to minimize memory requirements and maximizethe
efficiency of itsuse. Still the larger the structure or the higher the level of theory, the
more randam accessmemory (RAM) isneaded. AlthoughQ-Chem can be runwith 16
MB RAM, weremmmend 64MB asaminimum. Q-Chem aso dffersthe aility for
user control of important memory intensive aspeds of the program, an important
consideration for non-batch constrained multi-user systems. In general, the more
memory your system has, the larger the cdculations that become feasible.

Disk

The Q-Chem exeautables, shell scripts, auxili ary files, samples and dacumentation
require between 360to 400MB of disk space depending onthe platform. The default
Q-Chem output, which is printed to the designated ouptt file, isusually only afew
KB’s. Thiswill be excealed, of course, in dfficult geometry optimizations, andin cases
where users invoke non-default print options. In order to maximizethe caabiliti es of
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your copy d Q-Chem, additional disk spaceisrequired for scratch files creaed duing
exeaution; these ae normally automaticdly deleted ontermination d ajob. The amount
of disk spacerequired for scratch fil es depends criticdly onthe type of job, the size of
the moleaule and the basis st chosen. Q-Chem uses dired methods for Hartree-Fock and
density functional theory cdculations, which do na require large anourt of scratch disk
space Wave function-based correlation methods, such as MP2 and couded cluster
theory require substantial amourts of temporary (scratch) disk storage, and the faster the
access pedls, the better these jobs will perform. With the low cost of disk drives, it is
feasible to have between 10and 10GB of scratch space &ail able relatively
inexpensively, as a dedicaed file system for these large temporary job files. The more
you have avail able, the larger the jobs that will be feasible, and, in the cae of some jobs
like MP2, the jobs will adso runfaster astwo-eledronintegrals are cmmputed lessoften.

2.2 INSTALLING Q-CHEM

Users are referred to the guide on the CD cover for install ation instructions pertinent to
therelease and datform. Shoud any dfficulties arise during install ation, please refer to
the Q-Chem website (http://www.g-chem.com, FAQ'’s, telephore and facsimil e numbers)
or diredly contad Q-Chem customer suppat (email: suppat@g-chem.com) for
asgstance

2.3 LICENSE REQUIREMENTS

In order to run Q-Chem you must obtain the necessary encrypted li cense password fil e.
Thelicense mnsists of two fil es. Placethese fil es, fil enames gchem.license.dat and
gchem.aux, in the $QCAUX/license diredory.

Do not alter thesefilesunlessdirected by Q-Chem, Inc.

2.4 ENVIRONMENT VARIABLES
Q-Chem requires threeshell environment variablesin order to run cdculations.

QC definesthe locaion d the Q-Chem diredory structure. The
gchem.install shell script determines this automaticdly.

QCAUX definesthe locaion d the auxili ary information required by Q-Chem,
which includes the license required to run Q-Chem. This defaults to
$QC/aux. The user may redefine this locaion.

QCSCRATCH  definesthe diredory in which all scratch fileswill be placed duing a
run. The diredory andthe filesin it will be removed by the script
gchem at the end d the job, unlessthe job is terminated abnamally or
Isinvoked with three aguments. Note that many of the files can be
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quite large, and it shoud be ensured that sufficient disk spaceis
available. The QCSCRATCH diredory shoud be periodicdly cheded
for scratch files remaining from abnamally terminated jobs.
QCSCRATCH defaults to the working dredory.

2.5 USER ACCOUNT ADJUSTMENTS

In order for individual usersto run Q-Chem, their user environment must be modified as

follows:

e User file accespermissons must be set so that the user can read, write and exeaute
the necessary Q-Chem files. It may be advantageousto creae aQ-Chem User’s
UNIX group on you machine and reaursively change the group avnership o the
Q-Chem filesto that of the new group.

« Afewlinesneal to be alded to user login files or to the system default login fil es.
The Q-Chem environment variables need to be defined and the Q-Chem set upfile
needs to beinitiated prior to use of Q-Chem (once onlogin).

251 EXAMPLE LOGINFILE MODIFICATIONS

For users using the csh shell (or equivalent), add the following lines to their home
diredory .cshrcfile:

greex - Chem Configuration Begin *****

setenv QC directory_name

setenv QCAUX directory_name

setenv QCSCRATCH directory_name

if (- e ${QC}/bin/gchem.setup) source ${QC}/bin/gchem.setup
unset noclobber

greek - Chem Configuration End *****

For users using the Bourne shell (or equivalent), add the following lines to their home
diredory .profilefile:

greex - Chem Configuration Begin *****
QC=directory_name; export QC
QCAUX=directory _name; export QCAUX
QCSCRATCH-=directory_name; export QCSCRATCH
noclobber=""
if [ - e ${QC}/bin/gchem.setup.sh ] ; then

. ${QC}/bin/gchem.setup.sh
fi
greek - Chem Configuration End *****
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Alternatively, these lines can be alded to system wide profile or cshrc files or their
equivalents.

2.6 THE QCHEM.SETUPFILE

When sourced onlogin from the .cshrc (or .profile, or equivaent), the gchem.setup(.sh)

file makes a number of changes to the operating environment to enable the user to fully

exploit Q-Chem capabiliti es, without adversely affeding any cther asped of the login

sesson. Thefile:

* defines anumber of environment variables used by various parts of the Q-Chem
program

» setsthe default diredory for QCAUX, if not already defined

e adjuststhe PATH environment variable so that the user can accessQ-Chem’s
exeautables from the users working dredory

2.7 RUNNING Q-CHEM

Onceinstall ationis complete and any necessary adjustments are made to the user

acourt, the user is now able to run Q-Chem. There ae two ways to invoke Q-Chem:

e gchem command line shell script (if you have purchased Q-Chem as a stand-along
padckage. The smpleformat for command line exeautionisgiven below. The
remainder of this manual coversthe aedion d inpu filesin detail .

* Via asuppated Graphicd User Interface If youfindthe aedion d text-based
input, and examination d the text output tedious and dfficult (which, frankly, it can
be), then Q-Chem can be invoked transparently throughWavefunction's Spartan user
interfaceon some platforms. Contad Wavefunction (www.wavefun.com) or Q-
Chem for full detall s of current avail ability.

Using the Q-Chem command line shell script, gchem, is graightforward provided
Q-Chem has been corredly installed on you macdiine and the necessary environment
variables have been set in .cshrc or .profile (or equivalent) login files. If dore corredly,
necessary changes will have been made to the PATH variable aitomaticdly onlogin so
that Q-Chem can be invoked from your working dredory. The qchem shell script can be
used in ether of the following ways:

gchem infile outfile
gchem infile outfile savename

gchem —save infile outfile savename

whereinfile is the name of a suitably formatted Q-Chem inpu file (detail ed in Chapter 3,
and the remainder of this manual), and the outfile is the name of the file to which
Q-Chem will placethe job ouput information.
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Note: If the outfile already exists in the working dredory, it will be overwritten.

The use of the savename command line variable dlowsthe saving o afew key scratch
files between runs and is necessary when instructing Q-Chem to read information from
previous jobs. Otherwise Q-Chem deletes all the scratch files at the end o arun. The
saved files are in $QCSCRATCH/savename/, and include fil es with the aurrent moleaular
geometry, the aurrent moleaular orbitals and density matrix, the aurrent force onstants
(if available), etc.

The —save option in conjunction with savename means that al temporary files are saved,
rather than just the few essential fil es described above. Normally thisis not required.

The name of the input parametersinfile, outfile and save can be dasen at the discretion
of the user (usual UNIX file and dredory name restrictions apply). It maybe helpful to
use the same jobrame for infile and outfile, but with varying suffixes. For example:

| ocal host-1> qchemwater.in water.out &

invokes Q-Chem where the inpu is taken from water.in and the output is placed into
water.out. The & placesthe job into the badgroundso that you may continue to work in
the arrent shell.

| ocal host -2> gqchem water.comwater.log water &

invokes Q-Chem where the inpu is assumed to reside in water.com, the output is placed
into water.log and the key scratch fil es are saved in a diredory $QCSCRATCH/water/.

2.8 TESTING AND EXPLORING Q-CHEM

Q-Chem is sipped with a small number of test jobs, which are situated in the
$QC/samples diredory. If youwish to test your version d Q-Chem, runthe test jobsin
the samples diredory and compare the output files with the referencefil es (suffixed .ref)
of the same name.

These test jobs are nat an exhaustive quality control test (asmall subset of the test suite
used at Q-Chem, Inc.), but they shoud al run corredly on you platform. However, if
any fault isidentified in these or any ouput files creaed by you version, do nd hesitate
to contad customer serviceimmediately.

These jobs are dso an excdlent way to begin leaning abou Q-Chem’ stext-based input
and ouput formatsin detail. In many cases you can use these inpus as garting pants for
building you own inpu files, if youwish to avoid reading the rest of this manual!
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CHAPTER 3 Q-CHEM INPUTS

3.1 GENERAL FORM

A graphicd interfaceis the smplest way to control Q-Chem. However, the low level
command line interfaceis avail able to enable maximum customization and user
exploitation d all Q-Chem feaures. The command line interfacerequires a Q-Chem
input filewhich is smply an ASCII text file. Thisinpu file can be aeded using you
favorite elitor (e.g. vi, emacs, jot, etc.) foll owing the basic steps outlined in the next few
chapters.

Q-Chem'’sinpu medhanism uses a series of keywordsto signal user inpu sedions of the
inpu file. Asrequired, the Q-Chem program seachesthe inpu file for suppated
keywords. When Q-Chem finds a keyword, it then reads the sedion d the inpu file
beginning at the keyword urtil that keyword sedionisterminated $end. A short
description d al Q-Chem keywordsis provided in Figure 3.1. The user must uncerstand
the function and format of the $molecule (sedion 32) and $rem (sedion 35) keywords,
as these keyword sedions are where the user places the moleaular geometric information
and job speaficaion cktail s.

The keywords $rem and $molecule arerequisites of Q-Chem input files.

Aseadt keyword has a different function, the format required for speafic keywords
varies ©mewhat, to acourt for the diff erent spedali sed information (format
requirements are summarised at the end d this chapter). But, becaise eabt keyword in
theinpu fileis ugh out independently by the program as the informationis required,
the overall format requirements of Q-Chem inpu files are much less s¢ringent. e.g., it is
not necessary to enter a user-defined basis st in a particular part of theinpu, if it is
contained within the gpropriate keyword ($basis) sedion andin the crred format.
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$nol ecul e Contains the molecular coordinate input (input file
requisite)

$end Terminates each keyword section

$rem Job specification and customization parameters (input
filerequisite)

$basi s User-defined basis set information (see Chapter 7)

$coment User comments for inclusion into output file

$ext ernal _char ges External charges and their positions

$ecp User-defined effective core potentials (see Chapter 8)

$multipole field
$nbo

$occupi ed

$opt

$pl ots

$van_der waal s

$xc_functi onal

Details of amultipole field to apply

Natural Bond Orbital package

Guess orbitals to be occupied

Constraint definitions for geometry optimizations
Generate plotting information over a grid of points
(see Chapter 10).

User-defined atomic radii for Langevin dipoles
solvation (see Chapter 10)

Details of user-defined DFT exchange-correlation
functionas

Figure3.1  Q-Chem user input section keywords

Notes: (1) Usersare able to enter keyword sections in any order.
(2) Each keyword section must be terminated with the $end keyword.
(3) It isnot necessary to have al keywordsin an input file.
(4) Each keyword section will be described below.
(5) The entire Q-Chem input is case-insengitive.

In general, users will need to enter variables for the $molecule and $rem keyword section
and are encouraged to add a $comment for future reference. The necessity of other
keyword input will become apparent throughout the manual, and is summarized at the

end of this Chapter.

See the Appendix and/or the $QC/samples directory with your release for specific
examples of Q-Chem input using the keywords in Figure 3.1.

The second general aspect of Q-Chem input, isthat there are effectively four input

Sources:

1. User input file (required)

2. .gchemrcfilein SHOME (optional)
3. preferencesfilesin $QC/config (optional)
4. Internal program defaults and calculation results (built-in)
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These are summarised in order of preference in Figure 3.2. Thus, the input mechanism
offers a program default over-ride for all users, default override for individual users and,
of course, the input file provided by the user overrides all defaults. Refer to Chapter 11
for details of .qchemrc and preferences.

[ Input file )
|

[ .qchenmrc ]
|

=)
|

[ O-Chem defaullts )

Figure 3.2 Diagram of input initialization override settings. The higher mechanism
indicates override preference of lower mechanisms.

Currently, Q-Chem only supports the $rem keyword in .qchemrc and preferencesfiles.

3.2 MOLECULAR COORDINATE INPUT ($MOLECULE)

The $molecul e section communicates to the program the charge, spin multiplicity and
geometry of the molecule under investigation. The molecular coordinate input begins
with two integers: the net charge and the spin multiplicity of the molecule. The net
charge must be between -50 and 50, inclusively (0 for neutral molecules, 1 for cations, -1
for anions, etc.). The multiplicity must be between 1 and 10, inclusively (1 for asinglet,
2 for adoublet, 3 for atriplet, etc.). Each subsequent line of the molecular coordinate
Input corresponds to a single atom in the molecule (or dummy atom), irrespective of
whether using Z-matrix interna coordinates or Cartesian coordinates.
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Note: The coordinate system used for declaring an initial molecular geometry by
default does not affect that used in a geometry optimization procedure. See the
appendix which discusses the OPTIMIZE package in further detail.

Q-Chem begins all calculations by rotating and trand ating the user-defined molecular
geometry into a Standard Nuclear Orientation whereby the centre of nuclear chargeis
placed at the origin. Thisis a standard feature of most quantum chemistry programs.

Note:  Q-Chem ignores commas and equal signs, and requires al distances, positions
and angles to be entered as Angstroms and degrees.

$nol ecul e

01

O

H1 O di st ance

H2 O di st ance H1 t het a

di stance = 1.0
theta = 104.5
$end

Figure3.3 Example of molecular coordinate input for a water molecule in Z-matrix
coordinates. Note that the $molecule input begins with the charge and
multiplicity.

3.2.1 READING MOLECULAR COORDINATESFROM A PREVIOUSCALCULATION

Often users wish to perform several calculationsin quick succession, whereby the later
calculations rely on results obtained from previous calculations. For example, geometry
optimization at alow level of theory, followed by vibrational analysis and then, perhaps,
single point energy at a higher level. Rather than having the user manually transfer the
coordinates from the output of the optimization to the input file of avibrational anaysis
or single point energy calculation, Q-Chem can transfer them directly from job to job.

To achieve this requires that:

1. The READ variableis entered into the molecular coordinate input

2. Scratch files from a previous calculation have been saved. These may be obtained
explicitly by using the save option across multiple job runs as described below and in
Chapter 2, or implicitly when running multiple calculationsin one input file, as
described later in this chapter.
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$nol ecul e
READ
$end

Figure3.4  Realingageometry from aprior cdculation

3.2.2 EXAMPLE

| ocal host-1> qchem jobl.in jobl.out jobl
| ocal host -2> qchem job2.in job2.out jobl

Example3.1 Inthisexample, the jobl scratch files are saved in a diredory
$QCSCRATCHY/jobl and are then made avail able to the job2 cdculation.

Note: The program must be instructed to read spedfic scratch files by the inpu of
job2.

Users are dso able to use the READ function for moleaular coordinate input using
Q-Chem’s batch jobfile (seelater in this chapter).

3.2.3 READING MOLECULAR COORDINATESFROM ANOTHER FILE

Users are ale to use the READ function to read moleaular coordinates from a seand
inpu file. The format for the mordinates in the seoondfil e foll ows that for standard
Q-Chem inpu, and must be delimi nated with the $molecule and $end keywords.

$nol ecul e
READ fil enane
$end

Figure3.5 Realing molecular coordinates from ancther file. filename maybe given
either asthe full file path or, path relative to the working dredory.
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3.3 CARTESIAN COORDINATES

Q-Chem can accept alist of N atoms and their 3N Cartesian coordinates. The atoms can
be entered either as atomic numbers or atomic symbols where each line corresponds to a
single atom. The Q-Chem format for declaring a molecular geometry using Cartesian
coordinates (in Angstroms) is:

atom X-coordi nate y- coordi nate z-coordi nate

3.3.1 EXAMPLES:

$nol ecul e

01

8 0. 000000 0. 000000 -0.212195
1 1. 370265 0. 000000 0.848778
1 -1. 370265 0. 000000 0.848778
$end

Example3.2 Atomic number Cartesian coordinate input for H,0.

$nol ecul e

01

O 0. 000000 0. 000000 -0.212195
H 1. 370265 0. 000000 0.848778
H -1. 370265 0. 000000 0.848778
$end

Example3.3 Atomic symbol Cartesian coordinate input for H,0O.

Notes:
e Atoms can be declared by either atomic number or symbol
e Coordinates can be entered either as variables/parameters or real numbers
¢ Variables/parameters can be declared in any order
¢ A single blank line separates parameters from the atom declaration
Once al the molecular Cartesian coordinates have been entered, terminate the Molecular
Coordinate Input with the $end keyword.
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3.4 Z-MATRIX COORDINATES

Z-matrix notation is one of the most common molecular coordinate input forms. The
Z-matrix defines the positions of atoms relative to previoudy defined atomsusing a
length, an angle and a dihedral angle. Again, note that al bond lengths and angles must
be in Angstroms and degrees.

Note:  Aswith the Cartesian coordinate input method, Q-Chem begins a calculation by
taking the user-defined coordinates and trandating and rotating them into a
Standard Nuclear Orientation.

Thefirst three atom entries of a Z-matrix are different from the subsequent entries. The
first Z-matrix line declares a single atom. The second line of the Z-matrix input declares a
second atom, refersto the first atom and gives the distance between them. The third line
declares the third atom, refersto either the first or second atom, gives the distance
between them, refersto the remaining atom and gives the angle between them. All
subsequent entries begin with an atom declaration, a reference atom and a distance, a
second reference atom and an angle, athird reference atom and a dihedral angle. This can
be summarised as:

First atom

Second atom, reference atom, distance

Third atom, reference atom A, distance between A and the third atom, reference atom
B, angle defined by atoms A, B and the third atom

Fourth atom, reference atom A, distance, reference atom B, angle, reference atom C,
dihedra angle (A, B, C and the fourth atom)

All subsequent atoms follow the same basic form as (4)

wnN e

>

o1

Example3.4 Z-matrix for hydrogen peroxide

Line 1 declares an oxygen atom (OL). Line 2 declares the second oxygen atom (Q2),
followed by areference to the first atom (O1) and a distance between them denoted OO.
Line 3 declares the first hydrogen atom (H1), indicates it is separated from the first
oxygen atom (O1) by adistance HO and makes an angle with the second oxygen atom
(@2) of HOO. Line 4 declares the fourth atom and the second hydrogen atom (H2),
indicates it is separated from the second oxygen atom (Q2) by a distance HO and makes
an angle with the first oxygen atom (O1) of HOO and makes a dihedral angle with the
first hydrogen atom (H1) of HOOH.

Some further pointsto note are:
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» aoms can be declared by either atomic number or symbol
¢ if declared by atomic number, connectivity needs to be indicated by Z-matrix
line number
¢ if declared by atomic symbol either
e number smilar atoms (e.g., H1, H2, O1, O2 etc.) and refer
connectivity using this symbol, or
* indicate connectivity by the line number of the referred atom
» bond lengths and angles can be entered either as variables/parameters or real numbers
¢ variables/parameters can be declared in any order
¢ asingle blank line separates parameters from the Z-matrix

All the following examples are equivalent in the information forwarded to the Q-Chem
program.

$nol ecul e
01
ol
o2 a1 OO
HL O1 HO
H2 G2 HO

o2 HOO

Ol HOO H1I HOCOH
oO=1.5

HOO =120.0

H=1.0

HOOH= 180.0

$end

Example3.5 Using parameters to define bond lengths and angles, and using numbered
symbols to define atoms and indicate connectivity.

$nol ecul e
01

.0
.0 H1 180.0

Example 3.6 Not using parameters to define bond lengths and angles, and using
numbered symbols to define atoms and indicate connectivity.
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$nol ecul e
1

5358

2 HOO
1 HOO 3 HOOH
oO=1.5

HOO=120. 0

OH=1.0

HOOH=180. 0

$end

Example3.7 Using parameters to define bond lengths and angles, and referring to
atom connectivities by line number.

$nol ecul e

01

8

8115

111.0 2 120.0
121.01 120.0 3 180.0
$end

Example3.8 Referring to atom connectivities by line number, and entering bond
length and angles directly.

Obviously, a number of the formats outlined above are less appealing to the eye and
more difficult for us to interpret than the others, but each communicates exactly the same
Z-matrix to the Q-Chem program.

3.4.1 DuUMMY ATOMS

Dummy atoms are indicated by the identifier X and followed, if necessary, by an integer.
(e.g., X1, X2). Dummy atoms are often useful for molecules where symmetry axes and
planes are not centred on areal atom, and have also been useful in the past for choosing
variables for structure optimization and introducing symmetry constraints.

Note: Dummy atoms play no role in the quantum mechanical calculation, and are used
merely for convenience in specifying other atomic positions or geometric
variables.
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3.5 JOB SPECIFICATION: THE $REM ARRAY CONCEPT

The $rem array is the means by which users conwvey to Q-Chem the type of cdculation
they wish to perform (level of theory, basis st, convergence aiteria, etc.) The keyword
$rem signals the beginning d the overall job spedficaion. Within the $rem sedionthe
user inserts $rem variables (one per line) which define the esential detail s of the
cdculation. The format for entering $rem variables within the $rem keyword sedion o
theinpu is.

REM VAR ABLE OPTION [ Comment ]

Figure 3.6 Format for dedaring $rem variables in the $rem keyword sedion d the
Q-Chem inpu file. Note, Q-Chem only reads the first two arguments on
ead line of $rem. All other text isignared and can be used for pladng
short user comments.

The $rem array stores all detail srequired to perform the cdculation, and detail s of output
requirements. It provides the flexibility to customize a céculation to speafic user
requirements. If adefault $rem variable settingisindicaed in this manual, the user does
not haveto dedare the variable in arder for the default to be initiated (e.g., the default
JOBTYPE isasingle paint energy (SP)). Thus, to perform asingle point energy
cdculation, the user does not need to set the $rem variable JOBTYPE to SP. However, to
perform an optimisation, for example, it is necessary to override the program default by
setting JOBTYPE to OPT.

A number of the $rem variables have been set aside for internal program use, as they
represent variables automaticdly determined by Q-Chem (e.g., the number of atoms, the
number of basis functions). These nead na concern the user.

User communicaion to the internal program $rem array comes in two general forms: (1)
longterm, machine-spedfic customization via the .qgchemrc and preferences files
(Chapter 9) and, (2) the Q-Chem input ded. There ae many defaults arealy set within
the Q-Chem program many of which can be overridden by the user. Cheds are made to
ensure that the user spedficaions are permissble (e.g., integral acarragy is confined to
10%) and adjusted, if necessary. If adjustment is not possble, an error messageis
returned. Detail s of these dhedks and defaults will be given asthey arise.

The user nead na know al elements, options and detail s of the $rem array in order to
fully exploit the Q-Chem program. Many of the necessary elements and ogions are
determined automaticdly by the program, or the optimized default parameters, suppied
acording to the user’ s basic requirements, avail able disk and memory, and the operating
system and datform.
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3.6 $REM ARRAY FORMAT IN Q-CHEM INPUT

All data between the $rem keyword and the next appeaance of $end, is assumed to be
user $remarray inpu. On asinge line for ead $rem variable, the user dedares the $rem
variable, followed by ablank space(tab stop inclusive) and then the $rem variable
option. It isrecommended that a comment be placeal foll owing a space dter the $rem
variable option. $rem variables are cae insensitive and afull li stingis supgied in the
appendix. Depending onthe particular $rem variable, $rem options are entered either asa
case-insengiti ve keyword, an integer value or logicd identifier (true/false). The format
for describing ead $rem variable in thismanual is as follows:

REM_VARIABLE

Gives ashort description d what the variable controls
VARIABLE:

Definesthe variable & either INTEGER, LOGICAL or STRING
DEFAULT:

Describes Q-Chem’ sinternal default, if any exist
OPTIONS:

Lists options avail able for the user
RECOMMENDATION:

Gives aquick recommendation

The end d the $remlocaion cedarationis sgnaled by the string $end.

$rem
remvari abl e option [ user _comment ]
remvari abl e option [ user _comment ]
$end

Figure3.7  General format of the $rem sedion d thetext inpu file.

Notes: (1) Erroneous lines will terminate the cdculation
(2) Tab stops can be used to format input

(3) Entire lines can be ommented by prefixing the line with an exclamation
mark “1”
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3.7 MINIMUM $REM ARRAY REQUIREMENTS

Although Q-Chem provides defaults for most $rem variables, the user will always have
to stipulate afew others. For example, in asingle point energy calculation, the minimum
requirements will be BAS S (defining the basis set), EXCHANGE (defining the level of
theory to treat exchange) and CORRELATION (defining the level of theory to treat
correlation, if required). Furthermore, if awavefunction-based correlation treatment
(such as MP2) is used, HF istaken as the default for exchange.

$rem

BASI S 6-31G Just a small basis set
CORRELATI ON MP2 MP2 ener gy

$end

Example 3.9 Example of minimum $rem requirements to run an MP2/6-31G* energy
calculation.

3.8 COMMENTS ($COMMENT)

Users are able to add comments to the input file outside keyword input sections, which
will beignored by the program. This can be useful as reminders to the user, or perhaps,
when teaching another user to set up inputs. Q-Chem has also provided a means of
adding comments via the $comment which will be placed into the output file. For
example, an initial geometry obtained at another level of theory, or from a publication,
may be used to calculate other properties using Q-Chem. The source of theinitia
geometry can then automatically be placed into the output file as a comment.

Note: Currently the entire input deck is copied to the top of the output file when a
calculation commences.

3.9 USER-DEFINED BASISSET ($BASIS)

The $remvariable BAS S (Chapter 7) allows the user to indicate that the basis set isbeing
user-defined. The user-defined basis set is entered in the $basis section of the input. For
further details of entering a user-defined basis set, see chapter 7.

3.10 USER-DEFINED PSEUDOPOTENTIALS ($ECP)

The $rem variable ECP (Chapter 8) allows the user to indicate that pseudopotentials
(effective core potentials) are being user-defined. The user-defined effective core
potential is entered in the $ecp section of the input. For further details, see chapter 8
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3.11 GEOMETRY OPTIMIZATION WITH GENERAL CONSTRAINTS ($0PT)

When a user defines the JOBTYPE to be a molecular geometry optimization, Q-Chem
scans the input deck for the $opt keyword. Distance, angle, dihedral and out-of-plane
bend constraints imposed on any atom declared by the user in this section, are then
imposed on the optimization procedure. See chapter 7 for details.

3.12 USER-DEFINED OCCUPIED GUESS ORBITALS ($OCCUPIED)

It is sometimes useful for the occupied guess orbitals to be other than the lowest Nalpha
(or Nbeta) orbitals. Q-Chem allows the occupied guess orbitals to be defined using the
$occupied keyword. The user defines occupied guess orbitals by listing the apha orbitals
to be occupied on the first line, and beta on the second (see chapter 4).

3.13 NATURAL BOND ORBITAL PACKAGE ($NBO)

The default action in Q-Chem is not to run the NBO package. To turn the NBO package
on, set the $rem variable NBO to ON. To access further features of NBO, place standard
NBO package parameters into a keyword section in the input file headed with the $nbo
keyword. Terminate the section with the termination string $end.

3.14 ADDITION OF EXTERNAL CHARGES (SEXTERNAL CHARGES)

If the $external _charges keyword is present, Q-Chem scans for a set of externa charges
to be incorporated into a calculation. The format for a set of external chargesisthe
Cartesian coordinates, followed by the charge size, one charge per line. Charges and
coordinates are in atomic units. Coordinates are in the Standard Nuclear Orientation.

$ext ernal _char ges

X-coordl y-coordl z-coordl chargel
X- coord2 y- coord2 z-coord2 charge2
X- coord3 y- coord3 Zz-coord3 charge3
$end

Figure 3.8 General format for incorporating s set of externa charges.

3.15 APPLYING A MULTIPOLE FIELD ($MULTIPOLE_FIELD)

Q-Chem has the capability to apply a multipole field to the molecule under investigation.
Q-Chem scans the input deck for the $multipole_field keyword, and reads each line (up
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to the terminator keyword, $end) as a single component of the applied field. The format
IS
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$multipole field
field_conponent 1 val ue_1
field_conponent_2 val ue_2

$end

Figure 3.9 General format for imposing a multipole field.

Thefield_component is ssmply stipulated using the Cartesian representation e.g., X, Y, Z,
XX, XY, YY ... XXX, etc., and the value or size of the imposed field isin atomic units.

3.16 ORBITALS, DENSITIESAND ESPSON A MESH ($PLOTS)

The $plots part of the input permits the evaluation of molecular orbitals, densities,
electrogtatic potentias, transition densities, electron attachment and detachment densities
on a user-defined mesh of points. For more details, see Chapter 10.

3.17 USER-DEFINED VAN DER WAALSRADII ($VAN_DER_WAALS)

The $van_der_waals section of the input enables the user to customize the Van der Waals
radii that are important parameters in the Langevin dipoles solvation model. For more
details, see chapter 10.

3.18 USER-DEFINED EXCHANGE-CORRELATION DENSITY FUNCTIONALS
($XC_FUNCTIONAL)

The EXCHANGE and CORRELATION $rem variables (Chapter 4) allow the user to
indicate that the exchange-correlation density functional will be user-defined. The user
defined exchange-correlation is to be entered in the $xc_functional part of the input. The
format is:
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$XC functi onal

X exchange_synbol coefficient
X exchange_synbol coefficient
C correl ati on_synbol coefficient
C correl ati on_synbol coefficient
k coefficient

Figure3.10  Genera form for entering user-defined X C functionals.

Note: Coefficients are real numbers.
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3.16 MULTIPLE JOBSINA SINGLE FILE: Q-CHEM BATCH JOB FILES

It is ometimes useful to place aseries of jobsinto asingle ASCII file. Thisfedureis
suppated by Q-Chem andisinvoked by separating jobs with the string“@ @@ ona
singleline. All output is subsequently appended to the same output file for ead job
within thefile.

Note: Thefirst jobwill overwrite any existing ouptt file of the same namein the
working dredory. Restarting the job will also overwrite ay existingfile.

In genera, multiple jobs are placed in asingle fil e for two reasons:
1. To useinformationfrom aprior jobin alater job
2. To ke projedstogether inasinglefile

The ‘@@ @ fedure dlowsthese objedivesto be met, but the following pants sioud
be noted:

e Q-Chemrealsall thejobsfrom the inpu file oninitiation and stores them. The user
canna make dangesto the detail s of jobs which have not been run past command
line initiation.

« If any singlejobfails, Q-Chem proceals to the next job in the batch fil e.

* No ched is made to ensure that dependencies are satisfied, or that informationis
consistent (e.g., an optimisation job foll owed by a frequency job; reading in the new
geometry from the optimizaion for the frequency). No ched is made to ensure that
the optimizaion was succesful. Similarly, it is assumed that both jobs use the same
basis &t when readingin MO coefficients from a previous job.

» Scratch files are saved between multi-job/single filesruns (i.e., using a batch file with
“@@@ separators), but are deleted oncompletion unless a third gchem command
line agument is supdied (see hapter 2).

Using ketch fileswith the “@@ @' separator is clealy most useful for casesrelating to
point 1 above. The dternative would be to cut and paste output, and/or use athird
command line agument to save scratch fil es between separate runs.

For example, the followinginpu file will optimizethe geometry of H, at HF/6-31G*,
cdculate vibrational frequencies at HF/6-31G* using the optimized geometry and the
self-consistent MO coefficients from the optimization and, finaly, perform asingle point
energy using the optimized geometry at the MP2/6-311G(d,p) level of theory. Each job
will use the same scratch areg reading files from previous runs as instructed.
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$comment
Optimze HH at HF 6-31G
$end

$nol ecul e
01

H

H1r

r = 1.1
$end

$rem

JOBTYPE OoPT Optim se the bond | ength
EXCHANGE HF

CORRELATI ON NONE

BASI S 6- 31G

$end

@

$coment

Frequencies of HH at HF/ 6-31G
$end

$nol ecul e
READ
$end

$rem

JOBTYPE FREQ Cal cul ate vi brational frequencies
EXCHANGE HF

CORRELATI ON NONE

BASI S 6- 31G

SCF_GUESS READ Read the Mds from di sk

$end

@212y

$coment

HH at MP2/6-311G(d, p)// HF/ 6- 31G*
$end

$nol ecul e
READ
$end
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$rem

EXCHANGE HF
CORRELATI ON MP2

BASI S 6- 311G d, p)
$end

Example 3.10 Example of using information from previous jobsin asingle input file.

Notes: (1) Output is concatenated into the same output file.
(2) Only two arguments are necessarily supplied to the command line interface.
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3.17 Q-CHEM TEXT INPUT SUMMARY

Q-Chem text inpu fil e uses a series of keywords
Q-Chem scansthe inpu file for keywords, so they do nd have to be placed in any

particular order

Ead keyword represents asedion d theinpu file

Q-Chemrealsin data, variables and ogions from keyword sedions

Each keyword sedionisterminated with $end

Not al keywords have to be entered, but $rem and $molecule are mmpulsory
Inpu fileis case-insengitive

Multiple jobsin asingeinpu file ae separated bythe string“@@ @ onasinge

line
Keyword Description

$molecule Signifies the beginning d the moleaular coordinate inpu.
Inpu filerequisite

$end Terminates eat keyword sedion

$rem Job spedficaion and customizaion perameters. Inpu file
requisite

$basis Indicates the beginning d the basis st information for user
defined basis sts. (See dapter 7)

$ecp Indicaes the beginning d pseudopdentia information for
user defined effedive wre potentials. (See tapter 8)

$comment All information dacel in the sedionisincorporated into the

Q-Chem output file. All other comments remain asinpu file
user comments and are not real

$external_charges

Sedion containing externa charges and pasitions

$multipole field

Sedion contains detail s of amultipolefield to apply

$nbo

Pladng Natural Bond Orbital padage options

$occupied Guessorbhitalsto be occupied
$opt Congtraint definitions for geometry optimizaions
$plots Inpu for density, orbital, etc evaluation over meshes

$van der waals

User-defined atomic radii for Langevin dpoles lvation

$xc_functional Detail s of user-defined DFT exchange-correlation
functionals
Table3.1 Description summary of al Q-Chem inpu keywords.
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3.17.1 KEYWORD FORMAT SUMMARY

Keyword: $molecule

Four net hods:
1. Z-matrix (Angstronms and degrees)
$nol ecul e
{Z-Matrix}
{blank line, if paraneters are being used}
{Z-matrix paraneters, if used}
$end

2. Cartesian Coordi nates (Angstrons)
$nol ecul e
{Cartesian coordi nat es}
{blank line, if paraneter are bei ng used}
{Coordi nate paraneters, if used}

$end
3. Read froma previous cal cul ation
$nol ecul e
READ
$end
4. Read froma file
$nol ecul e
READ filenanme
$end
Keyword: $rem
$rem
remvari abl e rem option [user comment ]

$end
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Keyword: $basis

$basi s
atomic_symbol
ang_mom_sym
exp_1

exp_2

exp_3

exp_K
atomic_symbol
ang_mom_sym
exp_1
exp_2
exp_3

exp K
$end
Keyword: $ecp
$ecp

0

contraction_K
coeff_1 Lmin
coeff_2 Lmin
coeff_3 Lmin

coeff K_Lmin

0

contraction_K
coeff_1 Lmin
coeff_2 Lmin
coeff_3 L min

coeff K_Lmin

For eath atom that will bea an ECP

Chemicd symbadl for the aom

scaling

coeff_1 (Lmin+1)
coeff_2 (Lmin+1)
coeff_2 (Lmin+1)

coeff K_(Lmin+1)

scaling

coeff_1 (Lmin+1)
coeff_2 (Lmin+1)
coeff_2 (Lmin+1)

coeff K_(Lmin+1)
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coeff 1 Lmax
coeff_2 L max
coeff 3 L max

coeff_K_Lmax

coeff_1 Lmax
coeff_2 L max
coeff 3 L max

coeff_K_Lmax

ECP name ; the L value for the ECP ; number of core dedrons removed

For eath ECP comporent (in the order unprojeded, P, P, ...

The comporent name
The number of Gausgans in the comporent
For eat Gausgan in the comporent

The power of r ; the exporent ; the wntradion coefficient
A sequenceof four asterisks (i.e. **** )

$end

Keyword: $comment

$comment

{User comments -

$end

copied to output file}

PL)



Chapter 3: Q-Chem Inputs

Keyword: $external _charges (atomic units)

$ext ernal _charges

X-coordl y-coordl z-coordl chargel
X- coord2 y- coord2 z-coord2 charge2
$end

Keyword: $multipole field (atomic units)

$mul tipole field

field_conponentl val uel
field_conponent2 val ue2
$end

Keyword: $nbo

$nbo

{Refer to Chapter 10 and NBO Program nmanual }
{must set $rem NBOto ONto initiate NBO package}
$end

Keyword: $occupied

$occupi ed
ai a ak al ... {alpha guess orbitals to be occupi ed}
Bl pm pPn Po ... {beta guess orbitals to be occupied}

$end
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Keyword: $opt (Angstroms and degrees)
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$opt

CONSTRAI NT

stre at onil at on? val ue

béhd at onil at on? at onB val ue

out p at onil at on? at on8 atond val ue
ib.rs at onil at on? at on8 atond val ue
i hc at onil at on? at on8 atond val ue
i hp at onil at on? at onB atond val ue
ENDCONSTRAI NT

FI XED

at om coordi nate_reference

ENDFI XED

DUMWY

I dum type list_length defining_list
ENDDUMWY

CONNECT

at om list_length list

ENDCONNECT

$end

Keyword: $plots

$pl ots

A comment |ine here...

NX xmn xmax (# x points, x range)
Ny ymn ynmax

Nz zmn zmax

NMO NRho NTrans NDA (number of quantitiesto plot)
MX 1) M 2) MO( NMO) (only if NMO > 0)
Rho( 1) Rho( 2) Rho( NRho) (only if NRho > 0)
Trans(1l) Trans(2) Trans( NTr ans) (only if Ntrans > 0)
DA(1) DA( 2) DA( NDA) (only if NDA >0)

$end
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Keyword: $van_der_waals
$van_der waals

1

atomic number

éénd

(alternative format)
$van_der waals

2

sequential atom number

éénd

Keyword: $xc_functional

$xc_functional
X
X

oXON

$end

exchange_symbol
exchange_symbol

correlation_symbol

correlation_

symbol

VdW radius (A

VdW radius (A)

coefficient
coefficient

coefficient
coefficient

coefficient

)

39
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3.18 Q-CHEM OuUTPUT FILE

The Q-Chem output file isthe file to which details of the job invoked by the user are
printed. The type of information printed to this files depends on the type of job (single
point energy, geometry optimisation etc.) and the $remvariable print levels. The genera
and default form is asfollows:

e User input

e Q-Chem citation

e Molecular geometry in Cartesian coordinates

e Molecular point group, nuclear repulsion energy, number of aphaand beta el ectrons
e Badssetinformation (number of functions, shells and function pairs)
e SCF details (method, guess, optimization procedure)

» SCF iterations (for each iteration, energy and DIIS error is reported)
« {depends on job type}

e Molecular orbital symmetries

* Mulliken population analysis

» Cartesian multipole moments

* Job completion

Note:  Q-Chem overwrites any existing output filesin the working directory when it is
invoked with an existing file as the output file parameter.

3.19 Q-CHEM SCRATCH FILES

The directory represented by the environment variable QCSCRATCH isthe location
Q-Chem places scratch files it creates on execution. Users may wish to use the
information created for subsequent calculations. See chapter 2 for information on saving
files.
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CHAPTER 4 SELF-CONSISTENT FIELD
GROUND STATE METHODS

41 INTRODUCTION

4.1.1 OVERVIEW OF CHAPTER

Theoreticd chemicd models[1] involvetwo principal approximations. One must
speafy the type of atomic orbital basis st used (SeeChapters 7 and 8), and ore must
speafy the way in which the instantaneous interadions (or correlations) between
ededrons aretreaed. Self-consistent field (SCF) methods are the simplest and most
widely used eledron correlation treaments, and contain as gedal cases al Kohn-Sham
density functional methods and the Hartree Fock method This chapter summarizes Q-
Chem’ s SCF cgpahiliti es, whil e the next chapter discusses more complex (and
computationally expensive!) wavefunction-based methods for describing eledron
correlation. If you are new to quantum chemistry, we recommend that you also puchase
an introductory textbook onthe physicd content and pradicd performance of standard
methods[1,2,3].

This chapter is organized so that the eailier sections provide amixture of basic
theoreticd badkground and a description d the minimum number of program inpu
options that must be speafied to run SCF jobs. Speaficdly, thisincludes the sedions
on:

e HartreeFock theory

* Dengity functional theory. Note that all basic input options described in the
Hartree Fock sedion (4.2) adso apply to densty functional cdculations.

Later sedionsintroduce more spedalized ogionsthat can be mnsulted as needed:

* Largemoleaules and linea scding methods. A short overview of theideas
behind methods for very large systems and the options that control them.

* Initia guessesfor SCF cdculations. Changing the default initial guessis
sometimes important for SCF cdculations that do nd converge.

e Conwergingthe SCF cdculation. This sdion describes the iterative methods
avail able to control SCF cdculationsin Q-Chem. Altering the standard optionsis
esentia for SCF jobs that have fail ed to converge with the default options.

+ Unconventional SCF cdculations. Some nonstandard SCF methods with nowe
physicd and mathematicd fedures. Explore further if you are interested!
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4.1.2 THEORETICAL BACKGROUND

In 1926Schrodinger [4] combined the wave nature of the dedron with the statisticd
knowledge of the dedronviz. Heisenberg’' s Uncertainty Principle [5] to formulate an
eigenvalue equation for the total energy of amoleaular system. If we focus on stationary
states and ignare the dfeds of relativity, we have the time independent, nonrelativistic
eguation

H(R,rnNY(R,r)=E(R)¥Y(R,r) (0.1)

where the wordinates R andr refer to nuclel and eledron paition vedors respedively
and H isthe Hamiltonian operator (in atomic units)

N M N M N N M M
H _—l DIZ—E LDZA—Z £+ Zi.k ZAZB (02)
2£& 2 M, Shal. G665 A& Re
Isthe Laplagan operator
2 2 2
DZE‘?2+‘?2+§2 (0.3
aox: dy° 0z

Z isthe nuclea charge, M, isthe ratio of the massof nucleus A to the massof an
eledron, R, =R, - RB| |sthed|siancebetwem the A" and B" nucleus, r, = |r, - r | isthe
distance between thei” andj" eledrons, r,, = |r, - R,| isthe distance between the|
eledronand A" nucleus, M isthe number of nuclei and N is the number of eledrons. Eis
an eigenvalue of H, equal to the total energy, and the wave function ¥, isan
eigenfunction d H.

Separating the motions of the dedrons from that of the nuclei, an ideaoriginally dueto
Born and Oppenheimer [6], yields the dedronic Hamiltonian operator.

How = -2 07 - iizuiii (0.4)
1= 1> rij
The solution d the @rrespondng eledronic Schrédinger equation
HaecWaee = Egec Ve (0.5

givesthe total eledronic energy (E,_,) and eledronic wave function ¥, _, which
describes the motion d the dedronsfor afixed nuclea paosition. The total energy is
obtained by smply adding the nuclea-nuclea repulsion energy (fifth term of (0.2)) to

thetotal eledronic energy

ETOt = Eelec + Enuc (06)
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Solving the eigenproblem (0.5) yields a set of eigenfunctions (W, W,, ¥, ...) with
corresponding eigenvalues (E,, E,, E, ...) whereE, <E, <E,<E, ...

Our interest liesin determining the lowest eigenvalue and associated eigenfunction which
correspond to the ground state energy and wavefunction of the molecule. However,
solving (0.5) for other than the most trivial systemsis extremely difficult and the best we
can do in practice is to find approximate solutions.

Thefirst approximation used to solve (0.5) isthat electrons move independently within
molecular orbitals (MO), each of which describes the probability distribution of asingle
electron. Each MO is determined by considering the electron as moving within an
average field of al the other electrons. Ensuring that the wave function is antisymmetric
upon electron interchange, yields the well known Slater [7,8] determinant wavefunction

Xl(l) Xz(l) Xn(l)

1 %02 X2 - X.(2)

W= (0.7)

s

Xl(n) Xz(n) Xn(n)

where x,, aspin orbital, isthe product of a moleaular orbital (¢ and a spin function (a or

B).

One obtains the optimum set of MOs by variationally minimizing the energy in what is
cdled a “self-consistent field” or SCF approximation to the many-eledron poblem. The
archetypal SCF methodis the Hartree Fock approximation, but these SCF methods also
include Kohn-Sham Density Functional Theories (seesedion 45). All SCF methods lead
to equations of the form

fAxx)=¢ex(x) (0.8)

where the Fock operator f(i) can be written
: 1 o, o«
f(l):_EDi +0% (i) (0.9

Here x are spin and spatial coordinates of thei" eledron, x are the spin arbitals and v*'is
the dfedive patentia “seen” by thei" eledron which depends on the spin orbitals of the
other eledrons. The nature of the dfedive potential v*' depends on the SCF methoddogy
and will be daborated onin further sedions.

The second approximation wsualy introduced when solving (0.5), isthe introduction d
an Atomic Orbital (AO) basis. AOs (@) are usually combined linealy to approximate the
true MOs. There ae many standardized, atom-centered basis sts and cktail s of these ae
discus=ed in Chapter 7.
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After eliminating the spin components in (0.8) and introducing afinite bas's,

L)Ui = Z Cyi (0;1 (010)

(0.8) reduces to the Roothaan-Hall matrix equation
FC=¢SC (0.12)

where F isthe Fock matrix, C is asguare matrix of molecular orbital coefficients, Sis
the overlap matrix with elements

Sw =[@.()g (r)dr (0.12)

and € isadiagonal matrix of the orbital energies. Generalizing to an unrestricted
formalism by introducing separate spatial orbitalsfor a and 8 spinin (0.7) yields the
Pople-Nesbet [9] equations

F'C" =¢°SC (0.13)

FPCP =gPsC?
Solving (0.11) or (0.13) yields the restricted or unrestricted finite basis Hartree-Fock
approximation. This approximation inherently neglects the instantaneous el ectron-
electron correlations which are averaged out by the SCF procedure, and while the
chemistry resulting from HF calculations often offers valuable qualitative insight,
quantitative energetics are often poor. In principle, the DFT SCF methodologies are able
to capture al the correlation energy (the difference in energy between the HF energy and
the true energy). In practice, the best currently available density functionals perform
well, but not perfectly and conventional HF-based approaches to calculating the
correlation energy are still often required. They are discussed separately in the following
chapter.

In self-consistent field methods, an initial guessis calculated for the MOs and, from this,
an average field seen by each electron can be calculated. A new set of MOs can be
obtained by solving the Roothaan-Hall or Pople-Nesbet eigenvalue equations ((0.11) or
(0.13)). This procedure is repeated until the new MOs differ negligibly from those of the
previous iteration.

Because they often yield acceptably accurate chemical predictions at a reasonable
computationa cost, self-consistent field methods are the corner stone of most quantum
chemical programs and calculations. The formal costs of many SCF agorithmsis O(NY),
that is, they grow with the fourth power of the size (N) of the system. Thisis dower than
the growth of the cheapest conventional correlated methods but recent work by Q-Chem,
Inc. and its collaborators has dramatically reduced it to O(N), an improvement that now
alows SCF methods to be applied to molecules previousy considered beyond the scope
of abinitio [1] treatment.
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In order to carry out an SCF calculation using Q-Chem, three $rem variables need to be
Set:

e BASS to specify the basis set (see chapter 7)
« EXCHANGE method for treating Exchange
e CORRELATION method for treating Correlation (defaults to NONE)

Types of ground state energy calculations currently available in Q-Chem are summarized
in Table 4.1.

Calculation $rem Variable JOBTYPE
Single point energy (default) SINGLE_POINT, SP
Force FORCE

Equilibrium Structure Search OPTIMIZATION, OPT
Trangition Structure Search TS
Frequency FREQUENCY, FREQ

Table4.1 The type of calculation to be run by Q-Chem is controlled by the $rem
variable JOBTY PE.
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4.2 HARTREE-FOCck CALCULATIONS

421 HARTREE-FOCK EQUATIONS

Aswith much of the theory underlying modern quantum chemistry, the Hartree Fock
approximation was developed shortly after puldicaion d the Schrédinger equation, but
remained a qualitative theory until the advent of the computer. Althoughthe HF
approximation tends to yield quelitative chemicd acairacy, rather than quantitative
information, and is generally inferior to many of the DFT approaches avail able, it
remains as a useful tod in the quantum chemist’ stodlkit. In particular, for organic
chemistry, HF predictions of moleaular structure ae very useful.

Consider once more the Roothaan-Hall equations, (0.11) or (0.13), which can be traced
badk to the integro-diff erential equation (0.8) where the dfedive potential v depends
onthe SCF methoddogy. In arestricted HF (RHF) formalism, the dfedive paentia can
be written as

N/2 M
v = Z[ZJa(l)— K.@]- rZ—A (0.14)

=1 1A

where the Coulomb and exchange operators are defined as

30 = [¢.2 ., (0.19)

Ko (D (@) = @'w;&)%wi (2)dr, Ewaa) (0.16

respedively. By introducing an atomic orbital basis, we obtain Fock matrix elements
Fo= Hfffe +J, —K, (0.17)

where the are Hamiltonian matrix elements

HY =T, +V, (0.18
consist of kinetic energy elements
01l .0
T, :Igou(r) E—EDZH,Q(r)dr (0.19

and nuclea attradion € ements
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jcq,(r)crzIR |m(r)dr (0.20)
The Coulomb and Exchange dements are given by
= Z P (HV [A0) (0.21)
1
K = > ; P, (1A |VO) (0.22)

where the density matrix elements are

N/2

P =23 CuCia (023
and the two eledron integrals are
(v 110) = [[0,0:)0 () 5L () () dr i, 029
o 0

Note: Theformationand uili zaion d two-eledronintegralsisatopic central to the
overal performance of SCF methoddogies. The performance of the SCF
methods in new quantum chemistry software programs can be quickly estimated
smply by considering the quality of their atomic orbital integrals padages. See
the gopendix for detail s of Q-Chem’s AOINTS padage.

Substituting the matrix element (0.17) badk into the Roothaan-Hall equations (0.11) and
solving urtil self-consistency is adchieved will yield the Restricted Hartree Fock (RHF)
energy and wavefunction. Alternatively, one could have aloped the unrestricted form of
the wavefunction by defining an apha and keta density matrix

ZC“ C.

Pl = Zcﬁ Ch

(0.25)

andthe total eledron censity matrix P' is sSmply the sum of the dpha and keta density
matrices. The unrestricted apha Fock matrix

Fo =HL +J, —Kj, (0.26)

differsfrom the restricted ore only in the exchange contributions where the dpha
exchange matrix elements are given by



48 Chapter 4: Ground State Methods

N N
Kg, = Z > Py (A lvo) (0.27)

4.2.2 BASICHARTREE-FoCK JOB CONTROL
In brief, Q-Chem supports the 3 main variants of the Hartree-Fock method. They are:

* Restricted Hartree-Fock (RHF) for closed shell molecules. It istypically appropriate
for closed shell molecules at their equilibrium geometry, where electrons occupy
orbitalsin pairs.

* Unrestricted Hartree-Fock (UHF) for open shell molecules. Appropriate for radicals
with an odd number of electrons, and also for molecules with even numbers of
electrons where not all electrons are paired (for example stretched bonds and
diradicaloids).

* Restricted open shell Hartree-Fock (ROHF) for open shell molecules, where the
apha and beta orbitals are constrained to be identical.

Only 2 $rem variables are required in order to run Hartree-Fock (HF) calculations:
1) EXCHANGE must be specified as HF.
2) A valid keyword for BAS S must be specified (see Chapter 7).

In dightly more detail, hereisalist of basic $rem variables associated with running
Hartree-Fock calculations. See chapter 7 for further detail on basis sets available and
chapter 8 for specifying effective core potentials.

JOBTYPE

Specifies the calculation

VARIABLE:
STRING

DEFAULT:
SP Single point energy

OPTIONS:
SP Single point energy
OPT Geometry Minimization
TS Trangition Structure Search
FREQ Frequency Calculation

FORCE Analytical Force calculation
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EXCHANGE
Specifies the exchange level of theory
VARIABLE:
STRING
DEFAULT:
No default
OPTIONS:
HF Exact (Hartree-Fock)
RECOMMENDATION:
HF for Hartree-Fock calculations

BASIS
Sets the basis sets to be used
VARIABLE:
STRING
DEFAULT:
No default basis set
OPTIONS:
General, Gen User defined ($basis keyword required)
Symbol Use standard basis sets as per Chapter 7
RECOMMENDATIONS:
Consult literature and reviews to aid your selection

PRINT_ORBITALS
Prints orbital coefficients with atom labelsin analysis part of output.
VARIABLE:
INTEGER/LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE Prints occupied orbitals plus 5 virtuas.
NVIRT Number of virtualsto print.
RECOMMENDATION:
Use TRUE unless more virtuals are desired.

49
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THRESH
Cutoff for neglect of two electron integrals. 10™" (THRESH < 14)
VARIABLE:
INTEGER
DEFAULT:
8 for single point energies
10 for optimizations and frequency calculations
OPTIONS:
User-defined
RECOMMENDATION:
Should be at least three greater than SCF_ CONVERGENCE. Increase for
more significant figures, at greater computational cost.

SCF_CONVERGENCE
SCF is considered converged when the wavefunction error is less that
10°5F-COVECREE A djust the value of THRESH at the same time.
VARIABLE:
INTEGER
DEFAULT:
5 For single point energy calculations
8 for geometry optimizations and vibrational analysis
OPTIONS:
User-defined
RECOMMENDATION:
Tighter criteriafor geometry optimization and vibration analysis. Larger
values provide more significant figures, at greater computational cost.

UNRESTRICTED

Controls the use of restricted or unrestricted orbitals

VARIABLE:
LOGICAL

DEFAULT:
FALSE (Restricted) Closed-shell systems
TRUE (Unrestricted) Open-shell systems

OPTIONS:
FALSE Restricted open-shell HF (ROHF)

RECOMMENDATION:
Use default unless ROHF isdesired. Note that for unrestricted
calculations on systems with an even number of electronsit isusually
necessary to break apha-beta symmetry in theinitial guess, by using
SCF_GUESS MIX or providing $occupied information (see initial guess
section).
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4.2.3 ADDITIONAL HARTREE-FOCK JOB CONTROL OPTIONS

Listed below are a number of useful options to customize a Hartree-Fock calculation.
Thisisonly a short summary of the function of these $remvariables. A full list of al
SCF-related variablesis provided in Appendix C. A number of other specialized topics
(large molecules, customizing initial guesses, and converging the calculation) are
discussed separately in Sections 4.4, 4.5, and 4.6 respectively.

INCORE_INTS BUFFER
Controls the size of in-core integral storage buffer
VARIABLE:
INTEGER
DEFAULT:
2,000,000 words (1 word = 8 bytes)
OPTIONS:
User defined size; hardware dependent.

DIRECT_SCF
Controls direct SCF
VARIABLE:
LOGICAL
DEFAULT:
Determined by program
OPTIONS:
TRUE Forces direct SCF
FALSE Do not use direct SCF
RECOMMENDATION:
Use default; direct SCF switches off in-core integrals

METECO
Sets the threshold criteriafor discarding shell-pairs
VARIABLE:
INTEGER
DEFAULT:
2 Discard shell-pairs below 10"
OPTIONS:
1 Discard shell-pairs fours orders of magnitude below machine
precision

2 Discard shell-pairs below 10"
RECOMMENDATION:
Use default
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SCF_PRINT
Controlslevel of output from SCF procedure to Q-Chem output file
VARIABLE:
INTEGER
DEFAULT:
0 Minimal, concise, useful and necessary output
OPTIONS:
0 Minimal, concise, useful and necessary output

1 Level 0 plus component breakdown of SCF electronic energy
2 Leve 1 plusdensity, Fock and MO matrices on each cycle
3 Leve 2 plus two-electron Fock matrix components (Coulomb, HF
exchange and DFT exchange-correlation matrices) on each cycle
RECOMMENDATIONS:
Proceed with care; can result in extremely large output files at level 2 or
higher. These levels are primarily for program debugging.

SCF_FINAL_PRINT
Controlslevel of output from SCF procedure to Q-Chem output file at the end of

the SCF
VARIABLE:
INTEGER
DEFAULT:
0 No extra print out
OPTIONS:
0 No extra print out

1 Orbital Energiesonly
2 Leve 1 plusMOs
3 Leve 2 plus Fock and density matrices
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4.2.4 EXAMPLES

Provided below are examples of Q-Chem input filesto run ground state, Hartree-Fock
single point energy calculations. See the appendix for more examples of Q-Chem input
files.

$nol ecul e
01

O

HL O OH

H2 O OH H1I HOH

OH=1.2
HOH = 120.0
$end

$rem

JOBTYPE SP Si ngl e Poi nt energy
EXCHANGE HF Exact HF exchange
CORRELATI ON None No correl ation

BASI S STO 3G Basi s set

$end

$comment
HF/ STO- 3G wat er single point calculation
$end

Example4.1 Example Q-Chem input for asingle point energy calculation on water.
Note that the declaration of the single point $rem variable and level of
theory to treat correlation are redundant because they are the same as the
Q-Chem defaults.
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$nol ecul e
0,2

3

$end

$rem

EXCHANGE HF Har t r ee- Fock
BASI S 6- 311G Basi s set
$end

Example4.2 UHF/6-311G calculation on the Lithium atom. Note that correlation and
the job type were not indicated because Q-Chem defaults automatically
to no correlation and single point energies. Note also that, since the
number of alphaand beta electron differ, MOs default to an unrestricted
formalism.

$nol ecul e
0,2

3

$end

$rem

EXCHANGE HF Har t r ee- Fock
UNRESTRI CTED FALSE Restricted M3
BASI S 6- 311G Basi s set

$end

Example4.3 ROHF/6-311G caculation on the Lithium atom. Note again that
correlation and the job type need not be indicated.

425 SYMMETRY

Symmetry is a powerful branch of mathematics and is often exploited in quantum
chemistry, both to reduce the computational workload and to classify the final results
obtained [10,11,12]. Q-Chem is able to determine the point group symmetry of the
molecular nuclei and, on competition of the SCF procedure, classify the symmetry of
molecular orbitals, and provide symmetry decomposition of kinetic and nuclear attraction
energy (see Chapter 10).

Molecular systems possessing point group symmetry offer the possbility of large savings
of computational time, by avoiding calculations of integrals which are equivalent. i.e.,
those integrals which can be mapped on to one another under one of the symmetry
operations of the molecular point group.
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The Q-Chem default isto use symmetry to reduce @mputational time, when passble.
Some dgorithms, such asthe CFMM, do nd yet have symmetry efficiencies
implemented and these cases the symmetry flag ($rem variable SYMMETRY) isignared.

SYMMETRY
Controls the use of efficiency throughthe use of point group symmetry
VARIABLE:
LOGICAL
DEFAULT:
TRUE Use symmetry when avail able
OPTIONS:
TRUE Use symmetry when avail able
FALSE Do nd use symmetry

RECOMMENDATION:
Use default unlessbenchmarking

4.3 DENSITY FUNCTIONAL THEORY

4.3.1 INTRODUCTION

Inrecant yeas, Density Functional Theory [13,14,15] has emerged as an acairate
aternative first-principles approach to quantum medanicd moleaular investigations.
DFT currently acourts for approximately 90% of all quantum chemicd cdculations
being performed, not only because of its proven chemicd acarracy, but also because of
itsrelatively chegp computational expense. These two feaures suggest that DFT islikely
to remain alealing methodin the quantum chemist’ s toalkit well i nto the future.
Q-Chem contains fadt, efficient and acairate dgorithmsfor al popuar density functional
theories, which make cdculations on qute large moleaules possble and pradicd.

DFT is primarily atheory of eledronic groundstate structures based onthe dedron
density, p(r), as oppased to the many-eledron wavefunction W (r,,...,r, ). There ae a

number of distinct similarities and dff erences to traditional wavefunction approaces
and modern DFT methoddogies. Firstly, the essential building Hocks of the many
eledron wavefunction are single-eledron abitas are diredly analogous to the Kohn
Sham (seebelow) orbitalsin the aurrent DFT framework. Secondy, both the dedron
density and the many-eledron wavefunction tend to be @nstructed via a SCF approach
that requires the construction d matrix elements which are remarkably and conveniently
very similar.

However, traditional approades using the many eledron wavefunction as afoundiion
must resort to a post-SCF cdculation (Chapter 5) to incorporate rrelation effeds,
whereas DFT approaches do nd. Post-SCF methods, such as perturbation theory or
couped cluster theory are extremely expensive relative to the SCF procedure. On the
other hand, the DFT approach is, in principle, exad, but in pradicerelies on modeling
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the unknown exact exchange correlation energy functional. While more accurate forms
of such functionals are constantly being developed, there is no systematic way to
improve the functional to achieve an arbitrary level of accuracy. Thus, the traditional
approaches offer the possibility of achieving an arbitrary level of accuracy, but can be
computationally demanding, whereas DFT approaches offer a practical route but the
theory is currently incomplete.

4.3.2 KOHN-SHAM DENSITY FUNCTIONAL THEORY

The Dengity Functional Theory by Hohenberg, Kohn and Sham [16,17] stems from the
original work of Dirac [18], who found that the exchange energy of a uniform electron
gas may be calculated exactly, knowing only the charge density. However, while the
more traditional DFT constitutes a direct approach and the necessary equations contain
only the electron density, difficulties associated with the kinetic energy functional
obstructed the extension of DFT to anything more than a crude level of approximation.
Kohn and Sham developed an indirect approach to the kinetic energy functional which
transformed DFT into a practical tool for quantum chemical calculations.

Within the Kohn-Sham formalism [17], the ground state electronic energy, E, can be
written as

E=E +E,+E, +E (0.28)

where E, isthe kinetic energy, E, is the electron-nuclear interaction energy, E, isthe
Coulomb self-interaction of the electron density p(r) and E, . is the exchange-correlation
energy. Adopting an unrestricted format, the alpha and beta total €lectron densities can
be written as

2

Wi

Ny
pa(r)=;

5 (0.29)
py(r) = lef’lz

where n, and ng are the number of alpha and beta el ectron respectively and, ¢/ are the
Kohn-Sham orbitals. Thus, the total electron density is

p(r) = p,(r)+pg(r) (0.30)
which within afinite basis[19] is represented by

pr)=% PLe, (g 1) (0.31)

The components of (0.28) can now be written as
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& p(r)
B =-) Z,——dr
Zl =Rl (0.33)
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Exc =[f (p(r),0p(r),...)dr (0.35)

(0.34)

Minimizing E with respect to the unknown Kohn-Sham orbital coefficientsyields a set of
matrix equations exactly analogous to the UHF case

F°C" =¢"SC (0.36)
FPCP =gPsch
where the Fock matrix elements are generalised to
FGV — Hc?/re_i_‘] ) _F)‘(/Ca
H H H H (037)

B — pgcore _ [ XCB
Fo=H, +J, —F

uv

where F, " and F;** are the exchange-correlation parts of the Fock matrices dependent

on the exchange-correl ation functional used. The Pople-Nesbet equations are obtained
simply by alowing

Fo =Kj, (0.38)

and similarly for the beta equation.

Thus, the density and energy are obtained in a manner analogous to that for the Hartree-
Fock method. Initial guesses are made for the MO coefficients and an iterative process
applied until self consistency is obtained.
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4.3.3 EXCHANGE-CORRELATION FUNCTIONALS

There are an increasing number of exchange and correlation functionals and hybrid DFT
methods available to the quantum chemist, many of which are very effective. In short,
there are two basic types of functionas: those based on the local spin density
approximation (LSDA) and those based on generalized gradient approximations (GGA).
Explicit definitions of each of these approximations vary amongst theoreticians and the
reader isreferred to the literature for further details.

Q-Chem includes the following LSDA functionas:

» Slater-Dirac (Exchange) [18]

* Vokso-Wilk-Nusair (Correlation) [20]
* Perdew-Zunger (Correlation) [21]

* Wigner (Correlation) [22]

the following GGA functionas

» Becke88 (Exchange) [23]

* Gill96 (Exchange) [24]

e Gilbert-Gill99 (Exchange [25]

e LeeYang-Parr (Correlation) [26]

e Perdew86 (Correlation) [27]

GGA91 (Exchange and correlation) [28]

In addition to the established density functionals, Q-Chem contains the recent Empirical
Density Functional 1 (EDF1), developed by Adamson, Gill and Pople[29]. EDFlisa
combined exchange + correlation functional that is specifically adapted to yield good
results with the relatively modest-sized 6-31+G* basis set, by direct fitting to
thermochemical data. It hasthe interesting feature that exact exchange mixing was not
found to be helpful with a basis set of thissize. Furthermore, for abasis set of this size,
the performance substantially exceeded the popular B3LY P functional, while the cost of
the calculationsis considerably lower because there is no need to evaluate exact
(nonlocal) exchange. We recommend consideration of EDF1 instead of either B3LYP or
BLYP for density functional calculations on large molecules, for which basis sets larger
than 6-31+G* may be too computationally demanding.

Hybrid exchange-correlation functionals [30], whereby several different exchange and
correlation functionals are combined linearly to form a new functional, have proven
successful in a number of reported applications. However, since Hybrid functionals
contain HF exchange they are more expensive that pure DFT functionals. Q-Chem has
incorporated two of the most popular hybrid functionals, B3LY P [31] and B3PW91 [30],
with the additiona option for usersto define their own hybrid functionas via the
$xc_functional keyword (see user-defined functionalsin Section 4.3.7, below).
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Note:  The hybrid functionals are not ssimply a pairing of an exchange and correlation
functional, but are a combined exchange-correlation functiona (i.e., B-LYP and
B3LYP vary in the correlation contribution in addition to the exchange part).

4.3.4 DFT NUMERICAL QUADRATURE

In practical DFT calculations, the forms of the approximate exchange-correlation
functionals (0.35) used are quite complicated, such that the required integralsinvolving
the functionals generally cannot be evaluated analytically. Q-Chem evaluates these
integrals through numerical quadrature directly applied to the exchange-correlation
integrand (i.e., no fitting of the XC potential in an auxiliary basisis done). Q-Chem
provides a standard quadrature grid by default which is sufficient for most purposes.

The quadrature approach in Q-Chem is generally similar to that found in many DFT
programs. The multicenter XC integrals are first partitioned into "atomic" contributions
using a nuclear weight function. Q-Chem uses the nuclear partitioning of Becke [32],
though without the "atomic size adjustments'. The atomic integrals are then evaluated
through standard one-center numerical techniques.

Thus, the exchange-correlation energy E, . (0.35) is obtained as
Ey = Z Z w, f (rN) (0.39)

where the first summation is over the atoms and the second is over the numerical
quadrature grid points for the current atom. The f function is the exchange-correlation
functional. The w, are the quadrature weights, and the grid pointsr , are given by

ry =R, (0.40)

where R, is the position of nucleus A, with the r, defining a suitable one-centre
integration grid, which isindependent of the nuclear configuration.

The single-centre integrations are further separated into radial and angular integrations.
Theradial part istreated by the Euler-Maclaurin scheme (this method, proposed by
Handy [33], is based on the Euler-Maclaurin formula for summation of a series).

Angular quadrature rules may be characterized by their degree, which is the highest
degree of spherical harmonics for which the formulais exact, and their efficiency, which
Is the number of spherical harmonics exactly integrated per degree of freedom in the
formula. Q-Chem supports the following types of angular grids:

* Lebedev
These are specially constructed grids for quadrature on the surface of a sphere
[34,35,36] based on the octahedral group. Lebedev grids of the following degrees
are available:
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e 3rd degree, 6 points

» 5th degree, 18 points

o 7th degree, 26 points

e Oth degree, 38 points

* 11th degree, 50 points
» 15th degree, 86 points
* 17th degree, 110 points
* 19th degree, 146 points
e 23rd degree, 194 points
*  29th degree, 302 points

Lebedev gridstypically have efficiencies near one, with efficiencies greater than
onein some cases.

* GaussLegendre
These are spherical product rules separating the two angular dimensions 6 and .
Integration in the 8 dimension is carried out with a Gaussian quadrature rule
derived from the Legendre polynomials (orthogonal on [-1,1] with weight
function unity), while the @ integration is done with equally spaced points.

A Gauss-Legendre grid is selected by specifying the total number of points, 2Ng’,
to be used for the integration. This gives a grid with 2N, @-points, Ny 6—points,
and adegree of 2Ng1.

In contrast with Lebedev grids, Gauss-Legendre grids have efficiency of only 2/3
(hence more Gauss-L egendre points are required to attain the same accuracy as

L ebedev). However, since Gauss-Legendre grids of general degree are available,
thisis a convenient mechanism for achieving arbitrary accuracy in the angular
integration if desired.

The default grid used in Q-Chem is the SG-1 standard quadrature grid [37]. Thisgrid
was designed to yield the performance of alarge, accurate quadrature grid, but with as
few points as possible for the sake of computational efficiency. Thisisaccomplished by
reducing the number of angular points in regions where sophisticated angular quadrature
IS not necessary, such as near the nuclei where the charge density is nearly spherically
symmetric, while retaining large numbers of angular pointsin the valence region where
angular accuracy iscritical.

The SG-1 grid isderived in this fashion from a Euler-Maclaurin-L ebedev-(50,194) grid
(i.e., 50 radia points, and 194 angular points per radial point). Thisgrid has been found
to give numerical integration errors of the order of 0.2 kcal/mol for medium-sized
molecules, including particularly demanding test cases such as isomerization energies of
akanes. Thiserror is deemed acceptable since it is significantly smaller than the accuracy
typically achieved by quantum chemical methods. In SG-1 the total number of pointsis
reduced to approximately 1/4 of that of the original EML-(50,194) grid, with SG-1
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generally giving the same total energies as EML-(50,194) to within afew microhartrees
(0.01 kcal/mol). Therefore, the SG-1 grid isrelatively efficient while still maintaining the
numerical accuracy necessary for chemical reliability in the maority of applications.

4.3.5 CONSISTENCY CHECK AND CUTOFFSFOR NUMERICAL INTEGRATION

Whenever Q-Chem calculates numerical density functional integrals, the electron density
itself isaso integrated numerically as atest on the quality of the quadrature formula
used. The deviation of the numerical result from the number of electronsin the system is
an indication of the accuracy of the other numerical integrals. If the relative error in the
numerical electron count reaches 0.01%, awarning is printed; thisis an indication that
the numerical XC results may not be reliable. If the warning appears at the first SCF
cycle, it is probably not serious, because the initial-guess density matrix is sometimes not
idempotent, asis the case with the SAD guess and the density matrix taken from a
different geometry in a geometry optimization. If that isthe case, the problem will be
corrected as the idempotency is restored in later cycles. On the other hand, if the warning
Is persistent to the end of SCF iterations, then either afiner grid is needed, or choose an
alternative method for generating the initial guess.

Users should be aware, however, of the potentia flaws that have been discoverd in some
of the grids currently in use. Jarecki and Davidson [38], for example, have recently
shown that correctly integrating the density is a necessary, but not sufficient, test of grid
quality.

By default, Q-Chem will estimate the magnitude of various XC contributions on the grid
and eliminate those determined to be numerically insignificant. Q-Chem uses specially
developed cutoff procedures which permits evaluation of the XC energy and potential in
only O(N) work for large molecules, where N is the size of the system. Thisisa
significant improvement over the formal O(N®) scaling of the XC cost, and is critical in
enabling DFT calculations to be carried out on very large systems. In very rare cases,
however, the default cutoff scheme can be too aggressive, eliminating contributions that
should be retained; thisis almost always signalled by an inaccurate numerical density
integral. An example of when this could occur isin calculating anions with multiple sets
of diffuse functionsin the basis. As mentioned above, when an inaccurate electron count
Is obtained, it maybe possible to remedy the problem by increasing the size of the
quadrature grid.

Finally we note that early implementations of quadrature-based Kohn-Sham DFT
employing standard basis sets were plagued by lack of rotational invariance. That is,
rotation of the system yielded a significantly energy change. Clearly, such behavior is
highly undesirable. Johnson et al. rectified the problem of rotational invariance by
completing the specification of the grid procedure [39] to ensure that the computed XC
energy isthe same for any orientation of the molecule in any Cartesian coordinate
system.
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4.3.6 BAsic DFT JoB CONTROL

3 $remvariables are required to run aDFT job: EXCHANGE, CORRELATION and
BASS In addition, al of the basic input options discussed for Hartree-Fock calculations
in Section 4.2.2, and the extended options discussed in Section 4.2.3 are all valid for
DFT calculations. Below we list only the basic DFT-specific options.

EXCHANGE
Specifies the exchange functional or exchange-correlation functional for hybrids
VARIABLE:
STRING
DEFAULT:
No default exchange functional
OPTIONS:
HF exact Hartree-Fock
Slater, S Slater
Becke, B Becke
Gilloe, Gill Gill 1996
GG99 Gilbert and Gill, 1999
Becke(EDF1), B(EDF1) Becke (EDF1)
PWI1, PW Perdew
B3PW91, Becke3PW91, B3P B3PW91 hybrid
B3LYP, Becke3LYP B3LYP
B3LYP5 original B3LYP (using VWN5)
EDF1 EDF1
General, Gen User defined combination of K, X

and C (refer next section)

CORRELATION
Specifies the correlation functional

VARIABLE:
STRING

DEFAULT:
None No correlation

OPTIONS:
None No correlation
VWN Vosko-Wilk-Nusair parameterization #5
LYP Lee-Yang-Parr (LYP)
PW91, PW GGA91 (Perdew)
LYP(EDF1) LYP(EDF1) parameterization
Perdew86, P86 Perdew 1986
Pz81, PZ Perdew-Zunger 1981

Wigner Wigner
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XC_GRID
Specifies the type of grid to use for DFT calculations.
DEFAULT:
1 SG-1
OPTIONS:
1 SG-1

2 Low Quality

mn  Thefirst Six integers correspond to mradial points and the second
six integers correspond to n angular points where possible numbers
of Lebedev angular points are listed in section 4.7.2

-mn  Thefirst six integers correspond to mradial points and the second
Six integers correspond to n angular points where the number of
Gauss-L egendre angular points n = 2Ny’

RECOMMENDATION:
SG-1 or larger.

4.3.7 USeER-DEFINED DENSITY FUNCTIONALS

The format for entering user-defined exchange-correlation density functionalsisoneline
for each component of the functional. Each line requires three variables: the first defines
whether the component is an exchange or correlation functional by declaring an X or C,
respectively. The second variable is the symbolic representation of the functional as used
for the EXCHANGE and CORRELATION $rem variables. The final variableisareal
number corresponding to the contribution of the component to the functional. Hartree-
Fock exchange contributions (required for hybrid density functionals) can be entered
using only two variables (K, for HF exchange) followed by areal number.

$XC functi onal

X exchange_synbol coefficient
X exchange_synbol coefficient
C correl ati on_synbol coefficient
C correl ati on_synbol coefficient
k coefficient
$end

Notes: (1) Coefficientsarereal.
(2) A user-defined functional does not require all X, C and K components.
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4.3.8 EXAMPLES

$coment
B- LYP/ STO- 3G wat er single point calculation
$end

$nol ecul e

01

O

HL O OH

H2 O OH H1I HOH

OH=1.2
HOH = 120.0
$end

$rem

EXCHANGE Becke Becke88 exchange
CORRELATI ON LYP LYP correl ati on
BASI S STO 3G Basi s set

$end

Example4.4 Example Q-Chem input for a DFT single point energy calculation on
water

$coment
EDF1/ 6-31+G* water single point calculation
$end

$nol ecul e

01

O

HL O OH

H2 O OH H1I HOH

OH=1.2
HOH = 120.0
$end

$rem

EXCHANGE EDF1 EDF1 exchange-correl ation
BASI S 6- 31+G Basi s set

$end

Example4.5 Example Q-Chem input for aDFT single point energy calculation on
water

44 LARGE MOLECULESAND LINEAR SCALING METHODS
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441 INTRODUCTION

Congtruction of the effective Hamiltonian, or Fock matrix, has traditionally been the rate-
determining step in self-consistent field calculations, due primarily to the cost of two-
electron integral evaluation, even with the efficient methods available in Q-Chem (see
AOINTS appendix). However, for large enough molecules, significant speedups are
possible by employing recently developed linear-scaling methods for each of the
nonlinear termsthat can arise. Linear scaling means that if the molecule size is doubled,
then the computational effort likewise only doubles. There are three computationally
significant terms:

1) Electron-electron Coulomb interactions, for which Q-Chem incorporates the
Continuous Fast Multipole Method (CFMM) discussed in Sec. 4.4.2

2) Exact exchange interactions, which arise in hybrid DFT calculations and Hartree-
Fock calculations, for which Q-Chem incorporates the LinK method discussed in
Section 4.4.3 below.

3) Numerical integration of the exchange and correlation functionalsin DFT
calculations, which we have already discussed in Section 4.3.4

Q-Chem supports energies and efficient analytical gradientsfor all three of these high
performance methods to permit structure optimization of large molecules, aswell as
relative energy evaluation. Note that analytical second derivatives of SCF energies do
not exploit these methods at present.

For the most part, these methods are switched on automatically as the program chooses,
on the basis of whether they offer a significant speedup for the job at hand. Nevertheless
it isuseful to have agenera idea of the key concepts behind each of these algorithms,
and what input options are necessary to control them. That isthe primary purpose of this
section, in addition to briefly describing 2 more conventional methods for reducing
computer timein large calculations in Section 4.4.4.

There is one other computationally significant step in SCF calculations, and that is
diagonalization of the Fock matrix, once it has been constructed. This step scales with
the cube of molecular size (or basis set size), with asmall prefactor. So, for large enough
SCF calculations (very roughly in the vicinity of 2000 basis functions and larger),
diagonalization becomes the rate determining step. The cost of cubic scaling with a
small prefactor at this point exceeds the cost of the linear scaling Fock build, which has a
very large prefactor, and the gap rapidly widens thereafter. This sets an effective upper
limit on the size of SCF calculation for which Q-Chem is useful at several thousand basis
functions.

4.4.2 CONTINUOUSFAST MULTIPOLE METHOD (CFMM)

The quantum chemical Coulomb problem, perhaps better known as the DFT bottleneck,
has been at the forefront of many research efforts throughout the 1990s. The quadratic
computationa scaling behavior conventionally seen in the construction of the Coulomb
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matrix in DFT or HF cdculations has prevented the gplicaion d ab initio methods to
moleaules containing many hundeds of atoms. Q-Chem, Inc., in coll aboration with
White and Head-Gordonat the University of California & Berkeley, and Gill at Massy
University in New Zedand, were thefirst to develop the generdlization d Greengard’'s
Fast Multipole Method (FMM) [40] to Continuots charged matter distributionsin the
form of the CFMM, which isthefirst linea scding algorithm for DFT cdculations. This
initial breakthrough tas sncelead to an increasing number of linea scding aternatives
and analogues, but for Coulomb interadions, the CFMM remains date of the at. There
are two computationally intensive @ntributions to the Coulomb interadions which we
discussin turn:

e Longrangeinteradions, which are treaed by the CFMM

« Short-range interadions, correspondng to overlapping charge distributions, which
are treaed by a spedadlized “ Jmatrix engine” together with Q-Chem’s gate-of-the at
two-eledronintegral methodks.

The Continuous Fast Multipoe Methodwas the first implemented linea scding
agorithm for the construction d the J matrix. In collaboration with Q-Chem, Inc., Dr.
Chris White began the development of the CFMM by more dficiently deriving [4]] the
origina Fast Multipole Method lefore generalizingto CFMM [42]. The generdizaion
applied by White et al. all owed the principles underlying the successof the FMM to be
applied to arbitrary (subjed to constraints in evaluating the related integrals) continuods,
but locdized, matter distributions. White and co-workers further improved the
underlying CFMM algorithm [43,44] then implemented it efficiently [45], achieving
performancethat isan arder of magnitude faster than some competing implementations.

The successof the CFMM follows smilarly with that of the FMM, in that the darge
system is subdvided into a hierarchy of boxes. Locd charge distributions are then
systematicdly organized into multi pole representations  that ead dstributioninterads
with locd expansions of the potential due to all distant charge distributions. Locd and
distant distributions are distingushed by awell-separated (WS) index, which isthe
number of boxes that must separate two coll edions of charges before they may be
considered dstant and can interad throughmultipole expansions,; nea-field interadions
must be cdculated dredly. In the CFMM ead dstributionis given its own WS index
andis rted onthe basis of the WS index, and the position d their space ceters. The
implementation in Q-Chem has al owed the dficiency gains of contraded basis functions
to be maintained.

The CFMM algorithm can be summarized in five steps:

Form and trand ate multi poles.

Convert multipolesto locd Taylor expansions.

Trandate Taylor information to the lowest level.

Evauate Taylor expansionsto oltain the far-field paential.
Perform dired interadions between overlapping dstributions.

agbrwnNPE
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Accuracy can be caefully controlled by die consideration d treedepth, truncation d the
multipole expansion and the definition d the extent of charge distributionsin ac@rdance
with arigorous mathematicd error bound Asarough gude, 10 pdes are alequate for
single paint energy cdculations, while 25 pdesyield sufficient acaracy for gradient
cdculations. Subdvison d boxesto yield aone-dimensiona length of abou 8 boxes
works quite well for systems of up to abou one hunded atoms. Larger moleaular
systems, or ones which are extended along ore dimension, will benefit from an increase
in this number. The program automaticdly seleds an appropriate number of boxes by
default.

For the evaluation d the remaining short-range interadions, Q-Chem incorporates
efficient J matrix engines, originated by White and Head-Gordon[46]. These ae
anayticdly exad methods that are based onstandard two-eledron integral methods, but
with an interesting twist. If one knows that the two-eledron integrals are going to be
summed into a Coulomb matrix, one can ask whether they are in fad the most efficient
intermediates for this geafic task. Or, can oreinsteal find amore compad and
computationaly efficient set of intermediates by folding the density matrix into the
reaurrencerelations for the two-eledronintegrals. For integrals that are not highly
contraded (i.e. are not linea combinations of more than afew Gaussans), the answer is
adramatic yes. Thisisthe basisof the Jmatrix approad, and Q-Chem includes the
latest algorithm developed by Yihan Shao working with Martin Head-Gordon at
Berkeley for this purpose. Shao’s Jengine is employed for bath energies [47] and forces
[48] and gves substantial speadups relative to the use of two-eledron integrals without
any approximation (rougHy afador of 10 (energies) and 30(forces) at the level of an
uncontraded ddddshell quartet, and increasing with anguar momentum). Itsuseis
automaticdly seleded for integrals with low degrees of contradion, while regular
integrals are anployed when the degreeof contradionis high, foll owing the state of the
art PRISM approach o Gill and coworkers[49].

The CFMM is controlled by the following inpu parameters.

CFMM_ORDER
Controls the order of the multipoe expansionsin CFMM cdculation
VARIABLE:
INTEGER
DEFAULT:
15 For single point SCF acaracy
25 For tighter convergence
OPTIONS:
n Use multipole expansions of order n
RECOMMENDATION:
Use default
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GRAIN
Controls the number of lowest-level boxesin one dimension for CFMM
VARIABLE:
INTEGER
DEFAULT:
-1 Program decides best value, turning on CFMM when useful
OPTIONS:
-1 Program decides best value, turning on CFMM when useful
1 Do not use CFMM
n=8 Use CFMM with nlowest-level boxesin one dimension
RECOMMENDATIONS:
Thisis an expert option; either use the default, or use avaue of 1 if
CFMM isnot desired

4.4.3 LINEAR SCALING EXCHANGE (LINK) MATRIX EVALUATION

Hartree-Fock calculations and the popular hybrid density functionals such asB3LYP aso
require two-electron integrals to evaluate the exchange energy associated with asingle
determinant. Thereis no useful multipole expansion for the exchange energy, because
the braand ket of the two-electron integral are coupled by the density matrix, which
carriesthe effect of exchange. Fortunately, density matrix elements decay exponentially
with distance for systems that have aHOMO-LUMO gap [50]. The better the insulator,
the more localized the electronic structure, and the faster the rate of exponential decay.
Therefore, for insulators, there are only alinear number of numerically significant
contributions to the exchange energy. With intelligent numerical thresholding, it is
possible to rigorously evaluate the exchange matrix in linear scaling effort. For this
purpose, Q-Chem contains the linear scaling K (LinK) method [51] to evaluate both
exchange energies and their gradients [52] in linear scaling effort (provided the density
matrix is highly sparse). The LinK method essentially reduces to the conventional direct
SCF method for exchange in the small molecule limit (by adding no significant
overhead), while yielding large speedups for (very) large systems where the density
matrix isindeed highly sparse. For full details, we refer the reader to the origina papers
[51,52]. LinK can be explicitly requested by the following option (although Q-Chem
automatically switches it on when the program believesit is the preferable algorithm).
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LIN K
Controls whether linear scaling evaluation of exact exchange (LinK) is used.
VARIABLE:
LOGICAL
DEFAULT:
Program chooses, switching on LinK whenever CFMM is used.
OPTIONS:
TRUE Use LinK
FALSE Do not use LinK

RECOMMENDATION:
Use for HF and hybrid DFT cal culations with large numbers of atoms

4.44 |NCREMENTAL AND VARIABLE THRESH FOCK MATRIX BUILDING

The use of avariable integral threshold, operating for the first few cycles of an SCF, is
justifiable on the basis that the MO coefficients are usually of poor quality in these
cycles. In Q-Chem, theintegralsin the first iteration are calculated at a threshold of 10°
(for an anticipated final integral threshold greater than, or equal to 10°) to ensure the
error in the first iteration is solely sourced from the poor MO guess. Following this, the
integral thresh-hold used is computed as

tmp _thresh =varthreshx DIIS _error (0.42)

where the DIIS error isthat calculated from the previous cycle, varthresh is the variable
threshold set by the program (by default) and tmp_thresh is the temporary threshold used
for integral evaluation. Each cycle requires recalculation of al integrals. The variable
integral threshold procedure has the greatest impact in early SCF cycles.

In anincremental Fock matrix build [53], F is computed recursively as
FP=F" 1+ AJ™ - 1AK ™ (0.42)
where misthe SCF cycle, and AJ" and AK™ are computed using the difference density
AP™ =p" —p™ (0.43)

Using Schwartz integrals and elements of the difference density, Q-Chem isable to
determine at each iteration which ERIs are required, and if necessary, recalculated. As
the SCF nears convergence, AP™ becomes sparse and the number of ERIs that need to be
recalculated declines dramatically, saving the user large amounts of computational time.

Incremental Fock matrix builds and variable thresholds are only used when the SCF is
carried out using the direct SCF agorithm and are clearly complementary algorithms.
These options are controlled by the following input parameters, which are only used with
direct SCF calculations.
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INCFOCK
Iteration number after which the incremental Fock matrix algorithm is initiated
VARIABLE:
INTEGER
DEFAULT:
1 Start INCFOCK after iteration number 1
OPTIONS:
User-defined (0 switches INCFOCK off)
RECOMMENDATIONS:
May be necessary to allow several iterations before switching on
INCFOCK

VARTHRESH
Controls the temporary integral cut-off threshold.
tmp_thresh = 10" X DIIS _error
VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
OPTIONS:
User-defined threshold
RECOMMENDATIONS:
3 has been found to be apractical level, and can dightly speed up SCF
evauation.

445 EXAMPLES

$coment

HF/ 3-21G single point calculation on a | arge nol ecul e
read in the nol ecul ar coordinates fromfile

$end

$nol ecul e
READ dna.inp
$end

$rem

EXCHANGE HF HF exchange

BASI S 3-21G Basi s set

LI N K TRUE Cal cul ate K using LinK
$end

Example4.6 Example Q-Chem input for a large single point energy calculation. The
CFMM is switched on automatically when LinK is requested.
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$coment

HF/ 3-21G single point calculation on a | arge nol ecul e
read in the nol ecul ar coordinates fromfile

$end

$nol ecul e
READ dna.inp
$end

$rem

EXCHANGE HF HF exchange

BASI S 3-21G Basi s set

I NCFOCK 5 I ncrenental Fock after 5 cycles
VARTHRESH 3 1.0d-03 variable threshol d

$end

Example4.7 Example Q-Chem input for alarge single point energy calculation. This
would be appropriate for a medium-sized molecule, but for truly large
calculations, the CFMM and LinK agorithms are far more efficient.
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45 SCF INITIAL GUESS

451 INTRODUCTION

The Roothaan-Hall and Pople-Nesbet equations of SCF theory are nontlinea in the
moleaular orbital coefficients. Like many mathematicd problemsinvaving nonlinea
eguations, prior to the gplicaion d atednique to seach for anumericd solution, an
initial guessfor the solution must be generated. If the guessis poar, theiterative
procedure gplied to determine the numericd solutions may converge very slowly,
requiring alarge number of iterations, or at worst, the procedure may diverge.

Thus, inan ab initio SCF procedure, the quality of theinitial guessis of utmost
importancefor (at least) two main reasons:

(1) To ensure that the SCF converges to an appropriate groundstate. Often SCF
cdculations can converge to dfferent locd minimain wavefunction space
depending uponwhich part of that spacethe initial guessplaces the system in.

(2) When considering jobs with many basis functions requiring the recdculation d
ERIs at ead iteration, using a goodinitial guessthat is close to the fina solution
can reducethe total job time significantly by deaeasing the number of SCF
iterations.

For these reasons, soorer or later most users will find it helpful to have some
understanding d the diff erent options avail able for customizing the initial guess
Q-Chem currently offersfive options for the initial guess

» Superpasition d Atomic Density (SAD)

e Core Hamiltonian

* Generalized Wolfsberg-Helmholtz (GWH)

e Redaling pevioudy ohbtained MOs from disk.
e Bads st projedion

Thefirst 3 of these guesses are built-in, and are briefly described in Sedion 45.2. The
option d reading MO’ sfrom disk isdescribed in Sedion 45.3. Theinitial guess MO’'s
can be modified, either by mixing, or atering the order of occupation. These options are
discussed in Sedion 45.4. Finaly, Q-Chem’s novel basis st projedion methodis
discus=d in Sedion 4.5.5.

45.2 SIMPLEINITIAL GUESSES

There aethreesmpleinitial guesses available in Q-Chem. Whilethey are dl smple,
they are by nomeans equal in quality, as we discussbelow.

(1) Superposition of Atomic Densities (SAD): The SAD guessisamogt trivialy
constructed by summing together atomic densiti es that have been sphericdly
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averaged to yield atrial density matrix. The SAD guessisfar superior to the
other two options below, particularly when large basis sets and/or large molecules
are employed. There are three issues associated with the SAD guess to be aware
of:

* No molecular orbitals are obtained, which means that SCF algorithms
requiring orbitals (the direct minimization methods discussed in Section
4.6) cannot directly use the SAD guess, and,

 The SAD guessisnot available for general (read-in) basis sets. All
internal basis sets support the SAD guess.

e The SAD guessis not idempotent and thus requires at least two SCF
iterations to ensure proper SCF convergence (idempotency of the density).

(2) Generalized Wolfsberg-Helmholtz (GWH): The GWH guess procedure [54]
uses a combination of the overlap matrix elements (0.12), and the diagonal
elements of the Core Hamiltonian matrix (0.18). Thisinitial guessis most
satisfactory in small basis sets for small molecules. It is constructed according to
the relation given below, where c, is a constant.

(3) Core Hamiltonian: The core Hamiltonian guess ssmply obtains the guess MO
coefficients by diagonalizing the core Hamiltonian matrix (0.18). This approach
works best with small basis sets, and degrades as both the molecule size and the
basis set size are increased.

The selection of these choices (or whether to read in the orbitals) is controlled by the
following $rem variables:



74 Chapter 4: Ground State Methods
SCF_GUESS
Specifiestheinitial guess procedure to use for the SCF
VARIABLE:
STRING
DEFAULT:
SAD Superposition of atomic density (available only with
standard basis sets)
GWH For ROHF where a set of orbitals are required.
OPTIONS:
CORE Diagonalize core Hamiltonian
SAD Superposition of atomic density
GWH Apply generalized Wolfsherg-Helmholtz approximation
READ Read previous MOs from disk

RECOMMENDATION:
SAD guess for standard basis sets. For general basis sets, it is best to use
the BASS2 REM. Alternatively, try the GWH or core Hamiltonian guess.
For ROHF it can be useful to READ guesses from an SCF calculation on
the corresponding cation or anion.

SCF_GUESS ALWAYS

Switch to force the regeneration of a new initial guess for each series of SCF
iterations (for use in geometry optimization)

VARIABLE:
LOGICAL
DEFAULT:
False Do not generate a new guess for each series of SCF
iterations in an optimization; use MOs from the previous
SCF calculation for the guess, if available
OPTIONS:
False Do not generate a new guess for each series of SCF

iterations in an optimization; use MOs from the previous
SCF calculation for the guess, if available

True Generate a new guess for each series of SCF iterationsin a
geometry optimization

45.3 READING MOSEROM Disk

There are two methods by which MO coefficients can be used from a previous job by
reading them from disk:

1

Running two independent jobs sequentially invoking gqchem with three
command line variables:

| ocal host-1> qchem jobl.in jobl.out save
| ocal host -2> qchem job2.in job2.out save
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Notes: (1) The $rem variable SCF_GUESS must be set to READ in job2.in.
(2) Scratch filesremain in $QCSCRATCH/save on exit.

2. Runnng a batch job where two jobs are placead into asingle inpu fil e separated
by thestring“@@ @ onasingeline.

Notes: (1) The $rem variable SCF_GUESS must be set to READ in the secondjob o
the batch file.
(2) A third gchem command line variable is not necessary.
(3) Asfor the SAD guess Q-Chem requires at least two SCF cyclesto ensure
proper SCF convergence (idempotency of the density).

Most important note: It isupto the user to make sure that the basis sts match between
the 2 jobs. Thereisnointerna chedingfor this, athoughthe occupied arbitals are
reorthogoralized in the arrent basis after beingread in. If youwant to projed from a
smaller basisinto alarger basis, consult sedion 45.5

45.4 MODIFYING THE OCCUPIED MOLECULAR ORBITALS

It is smetimes useful for the occupied guessorbitalsto be other than the lowest Nalpha
(or Nbeta) orbitals. Reasonswhy ore may need to dothisinclude:

* Toconvergeto a state of different symmetry or orbital occupation
e To bred spatia symmetry

e To bred& spin symmetry, asin urrestricted cdculations on moleaules with an even
number of eledrons.

There ae 2 mechanisms for modifying a set of guessorbitas. either by
CF_GUESS MIX, or by spedfyingthe orbitalsto occupy. Q-Chem users may define
the occupied guessorbitals using the $occupied keyword. Occupied guessorbitals are
defined bylisting the dphaorbitalsto be occupied onthefirst line and keta onthe
seand The nedl for orbitals renders this option incompatible with the SAD guess
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$occupi ed

ai a ak al ... {alpha guess orbitals to be occupi ed}
Bl Bm pPn Po ... {beta guess orbitals to be occupied}
$end

Figure4.1 Format for modifying occupied guess orbitals.

The other $rem variables related to altering the orbital occupancies are:

SCF_GUESS PRINT
Controls printing of guess MOs, Fock and density matrices

VARIABLE:
INTEGER
DEFAULT:
0 Do not print guesses
OPTIONS:
0 Do not print guesses
SAD
1 Atomic density matrics and molecular matrix
2 Level 1 plus density matrices
CORE and GWH
1 No extra output
2 Level 1 plus Fock and density matrices and, MO coefficients and
eigenvalues
READ
1 No extra output

2 Leve 1 plus density matrices, MO coefficients and eigenvalues
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SCF_GUESS MIX
Controls mixing of LUMO and HOMO to break symmetry in the initial guess.
For unrestricted jobs, the mixing is performed only for the alpha orbitals.
VARIABLE:
INTEGER
DEFAULT:
O (FALSE) Do not mix HOMO and LUMO in SCF guess
OPTIONS:
O (FALSE) Do not mix HOMO and LUMO in SCF guess
1(TRUE) Add 10% of LUMO to HOMO to break symmetry
n Add n x 10% of LUMO to HOMO (0 < n<10)
RECOMMENDATION:
When performing unrestricted cal culations on molecules with an even
number of electrons, it is often necessary to break alpha-beta symmetry in
theinitial guess with this option, or by specifying input for $occupied.
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455 BASISSET PROJECTION

Q-Chem aso includes anovel basis set projection method developed by Dr. Jing Kong of
Q-Chem. It permitsacalculation in alarge basis set to bootstrap itself up viaa
calculation in asmall basis set that is automatically spawned when the user requests this
option. When basis set projection is requested (by providing avalid small basis for

BAS ), the program executes the following steps:

(1) A smple DFT calculation is performed in the small basis, BAS 2, yielding a
converged density matrix in this basis.

(2) Thelarge basis set SCF calculation (with different values of EXCHANGE and
CORRELATION set by the input) begins by constructing the DFT Fock operator
in the large basis but with the density matrix obtained from the small basis set.

(3) By diagonalizing this matrix, an accurate initial guess for the density matrix in the
large basis is obtained, and the target SCF cal culation commences.

Basis set projection isavery effective option for general basis sets, where the SAD guess
isnot available. In detail, thisinitial guessis controlled by the following $rem variables:

BASIS2
Sets the small basis set to use in basis set projection
VARIABLE:
STRING
DEFAULT:
No second basis set default
OPTIONS:
Symbol Use standard basis sets as per Chapter 7
RECOMMENDATIONS:
BASIS2 should be smaller than BASIS
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456 EXAMPLES

$nol ecul e
01

$rem
exchange
correlation
basi s
basi s2

$end

$basi s

O 0

S 3 1. 000000
3.22037000E+02
4. 84308000E+01
1. 04206000E+01

~N W Ol

hf

np2
gener al
st o- 3g

. 92394000E- 02
. 51500000E- 01
. 07658000E- 01

SP 2 1. 000000

7.40294000E+00 4. 04453000E-01 2. 44586000E- 01

1. 57620000E+00 1. 22156000E+00 8. 53955000E- 01
SP 1 1. 000000

3. 73684000E- 01 1. 00O000000E+00 1. 00O000000E+00
SP 1 1. 000000

8. 45000000E- 02 1. 00O000000E+00 1. 00O000000E+00
H 0
S 2 1. 000000

5. 44717800E+00 1. 56285000E- 01

8. 24547000E- 01 9. 04691000E- 01

79

S 1 1. 000000
1. 83192000E-01 1. 00000000E+00
$end
Example 4.8 Input where basis set projection is used to generate a good initial guess

for a calculation employing a general basis set, for which the default
initial guessis not available.
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$coment
CHradical, part 1. Do 1 iteration of cation orbitals.
$end

$nol ecul e
11
o] 0.0 0.0 0.0
h 0.0 0.0 1.0
$end
$rem
basi s = 6-311++F 2df)
exchange = hf
max_scf _cycl es = 1
t hr esh = 10
$end
@22)
$coment

CH radical, part 2. Read cation orbitals, do the radical
$end

$nol ecul e
02
0 0.0 0.0 0.0
h 0.0 0.0 1.0
$end
$rem
basi s = 6-311++@ 2df)
exchange = hf
unrestricted = false
scf _al gorithm = dm
scf _convergence = 7
scf _guess = read
t hresh = 10
end

Example4.9 Inpu for an ROHF cdculation onthe OH radicd. One SCF cycle is
initially performed on the cdion, to get reasonably good initial guess
orbitals, which are then real in as the guessfor the radicd. This avoids
the use of Q-Chem’s default GWH guessfor ROHF, which is often poor.
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$nol ecul e
0 1
H 0.0 0.0 0.0
H 0.0 0.0 -10.0
$end
$rem
unrestricted = true
exchange = hf
basi s = 6-31g**
scf_algorithm = diis_gdm
max_diis _cycles =1
scf _guess = gwh
scf _guess_m x =2
$end
Example 4.10 Input for an unrestricted HF calculation on H, in the dissociation limit,

46 CONVE

showing the use of SCF_GUESS MIX = 2 (corresponding to 20% of the
apha LUMO mixed with the alpha HOMO). Geometric direct
minimization with DIIS (see 4.6.4) is used to converge the SCF, together
with  MAX DIIS CYCLES = 1 (usng the default vaue for
MAX DIIS CYCLES the DIIS procedure just oscillates).

RGING SCF CALCULATIONS

4.6.1 INTRODUCTION

Asfor any numerical optimization procedure, the rate of convergence of the SCF
procedure is dependent on the initial guess, and on the algorithm used to step towards the

stationary point.

Q-Chem features a number of alternative SCF optimization agorithms,

which are discussed in the following sections, along with the $rem variables that are used
to control the calculations. The main options are discussed in sections which follow, and

are, in brief:

e Thehighly successful DIIS procedures, which are the default.

* The new geometric direct minimization (GDM) method, which is highly robust, and
the recommended fall-back when DIISfails. It can also be invoked after afew initial
interations with DIIS to improve the initial guess.

e Theolder and less robust direct minimization method (DM), which isretained
because it is the only method implemented for restricted open shell SCF. Asfor
GDM, it can aso be invoked after afew DIIS iterations (except for RO jobs).

*  The maximum overlap method (MOM) which ensures that DIIS always occupies a
continuous set of orbitals and does not oscillate between different occupancies.
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4.6.2 BAsic CONVERGENCE CONTROL OPTIONS

See also more detailed options in the following sections, and note that
SCF_CONVERGENCE and THRESH must be set in a compatible manner.

MAX_SCF_CYCLES
Controls the maximum number of SCF iterations permitted
VARIABLE:
INTEGER
DEFAULT:
50
OPTIONS:
User-defined

SCF_ALGORITHM
Algorithm used for converging the SCF

VARIABLE:
STRING
DEFAULT:
DIIS Pulay DIIS
OPTIONS:
DIIS Pulay DIIS
DM Direct minimizer
DIIS DM Uses DIIS initially, switching to direct minimizer

for later iterations (See THRESH_DIIS SMTCH,
MAX_DIIS CYCLES)

DIIS GDM Use DIIS and then later switch to geometric direct
minimization (See THRESH_DIIS SMTCH,
MAX_DIIS CYCLES)

GDM Geometric Direct Minimization

ROOTHAAN Roothaan repeated diagonalization

RECOMMENDATION:
Use DIIS unless wanting ROHF, in which case direct minimization must
be used. If DIISfails, DIIS GDM isthe recommended fall-back option.



Chapter 4: Ground State Methods 83

SCF_CONVERGENCE
SCF is considered converged when the wavefunction error is lessthat
1Q5F-CONECREE - Adjust the value of THRESH at the same time.
VARIABLE:
INTEGER
DEFAULT:
5 For single paint energy cdculations
8 for geometry optimizations and vbrational analysis
OPTIONS:
User-defined
RECOMMENDATION:
Tighter criteriafor geometry optimization and vibration analysis. Larger
values provide more significant figures, at greaer computational cost.

4.6.3 DIRECT INVERSION IN THE ITERATIVE SUBSPACE (DIIS)
The SCF implementation d the Dired Inversionin the Iterative Subspace(DII S) method
[55,56] usesthe property of an SCF solution which requires the density matrix to
commute with the Fock matrix

SPF-FPS=0 (0.45)

During the SCF cycles, prior to achieving self-consistency, it ispassble to define an
error vedor e, which isnon-zero

SPF, ~FRS=¢ (0.46)

where P is obtained from diagorelization o F,, and

. ka1

R=3 oF, (0.47)
]:

The DII S coefficients ¢, are obtained by aleast squares constrained minimisation o the

error vedors, viz
C
. zﬁzckekﬁﬁicke% (049

Z c =1 (0.49

where the @nstraint

iIsimpaosed to yield a set of linea equations, of dimension (N+1)
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Convergence caiteriareguiresthe largest element of the N” error vedor to be below a
cutoff threshold, usualy 10° for single point energies, often increased to 10° for
optimizations and frequency cdculations.

Therate of convergence may be improved by restricting the number of previous Fock
matrices (size of the DIl S subspace $rem variable DIIS SUBSPACE_SIZE) used for
determining the DII S coefficients

k-1

F = ZL c,F, (0.52)
j=k=(T+1)

where L isthe size of the DII S subspace Asthe Fock matrix neas slf-consistency the
linea matrix equations (0.50) tend to become severdly ill -condtioned and it is often
necessary to reset the DII S subspace(thisis automaticdly caried ou by the program).

Findly, onapradicd note, we observe that DII S has atendency to converge to gobal
minimarather than locd minima when employed for SCF cdculations. This ansto be
becaise only at convergenceis the density matrix in the DIl S iterations idempotent. On
the way to convergence, one is not onthe “true” energy surface andthis ssemsto permit
DIISto “tunrel” through arriersin wavefunction space Thisisusually adesrable
property, and is the motivation for the options that permit initial DIl S iterations before
switching to dred minimizaion to converge to the minimum in dfficult cases.

The following $rem variables permit some austomizaion o the DIl Siterations:

DIIS SUBSPACE_SIZE
Controlsthe size of the DII S subspaceduring the SCF
VARIABLE:
INTEGER
DEFAULT:
15
OPTIONS:
User-defined
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DIIS PRINT
Controls the output from DI1S SCF optimization
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
0
1 Chosen method and DIIS coefficients & solutions
2 Level 1 plus changes in multipole moments
3 Level 2 plus Multipole moments
4 Level 3 plus extrapolated Fock matrices

4.6.5 GEOMETRIC DIRECT MINIMIZATION (GDM)

Troy Van Voorhis, working at Berkeley with Martin Head-Gordon, has developed a
novel direct minimization method that is extremely robust, and at the same time is only
dightly less efficient than DIIS. This method is called geometric direct minimization
(GDM) because it takes steps in an orbital rotation space that correspond properly to the
hyperspherical geometry of that space. In other words, rotations are variables that
describe a space which is curved like a many-dimensional sphere. Just like the optimum
flight paths for airplanes are not straight lines but great circles, so too are the optimum
stepsin orbital rotation space. GDM takes this correctly into account, which isthe origin
of its efficiency and its robustness. For full details, we refer the reader to a paper
submitted for publication [57]. GDM isagood aternative to DIIS for SCF jobs that
exhibit convergence difficulties with DIIS.

In section 4.6.3, we discussed the fact that DIIS can efficiently head towards the global
SCF minimum in the early iterations. This can be true even if DIIS failsto convergein
later iterations. For thisreason, a hybrid scheme has been implemented which uses the
DI1'S minimization procedure to achieve convergence to an intermediate cutoff threshold.
Thereafter, the geometric direct minimization algorithm is used. This scheme combines
the strengths of the two methods quite nicely: the ability of DIIS to recover from initial
guesses that may not be close to the global minimum, and the ability of GDM to robustly
converge to alocal minimum, even when the local surface topology is challenging for
DIIS. Thisisthe recommended procedure with which to invoke GDM (i.e. setting
F_ALGORITHM = DIIS GDM). This hybrid procedure is also compatible with the
SAD guess, while GDM itself is not, because it requires an initial guess set of orbitals. If
one wishesto disturb theinitial guess as little as possible before switching on GDM, one
should additionally specify MAX _DIIS CYCLES= 1 to obtain only a single Roothaan
step (which aso serves up a properly orthogonalized set of orbitals).

$rem options relevant to GDM are the following.
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SCF_ALGORITHM
Algorithm used for converging the SCF

VARIABLE:
STRING
OPTIONS:
DIIS GDM Use DIIS and then later switch to geometric direct
minimization (See THRESH_DIIS SMTCH,
MAX_DIIS CYCLES)
GDM Geometric Direct Minimization

MAX_DIIS CYCLES
The maximum number of DIIS iterations before switching to (geometric) direct
minimization when SCF_ALGORITHM isDIIS GDM or DIIS DM. Seeaso
THRESH_DIIS SMITCH.
VARIABLE:
INTEGER
DEFAULT:
50
OPTIONS:
1 Only a single Roothaan step before switching to (G)DM
n n DIIS iterations before switching to (G)DM.

THRESH_DIIS SWITCH
The threshold for switching between DII'S extrapolation and direct minimization
of the SCF energy is 107" =215 \when SCF_ALGORITHM isDIIS GDM or
DIIS DM. Seeaso MAX DIIS CYCLES
VARIABLE:
INTEGER
DEFAULT:
2
OPTIONS:
User-defined

4.6.5 DIRECT MINIMIZATION (DM)

Direct minimization (DM) is aless sophisticated forerunner of the geometric direct
minimization (GDM) method discussed in the previous section. DM does not properly
step along great circles in the hyperspherical space of orbital rotations, and therefore
converges less rapidly and less robustly than GDM, in general. It isretained for legacy
purposes, and because it is a present the only method available for restricted open shell
(RO) SCF caculationsin Q-Chem. In genera, the input options are the same asfor
GDM, with the exception of the specification of SCF_ALGORITHM, which can be either
DIIS_DM (recommended) or DM.
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4.6.6 MAXIMUM OVERLAP METHOD (MOM)

In general, the DIIS procedure is remarkably successful. One difficulty that is
occasionally encountered is the problem of an SCF that occupies two different sets of
orbitals on alternating iterations, and therefore oscillates and fails to converge. This can
be overcome by choosing orbital occupancies that maximize the overlap of the new
occupied orbitals with the set previously occupied. However this combinatorial
matching problem has computational complexity that scales factorially with the number
of occupied orbitalsif implemented straightforwardly. Q-Chem contains the maximum
overlap method (MOM) [58], developed by Andrew Gilbert and Peter Gill at
Nottingham, which, remarkably, reduces the combinatorial problem to cubic in the
number of orbitals.

MOM isthereforeisauseful adjunct to DIIS in convergence problems involving flipping
of orbital occupancies. It iscontrolled by the $rem variable MOM_START, which
specifiesthe DIIS iteration on which the MOM procedure isfirst enabled. There are two
strategies that are useful in setting avalue for MOM_START. To help maintain an initia
configuration it should be set to start on the first cycle. On the other hand, to assist
convergence it should come on later to avoid holding on to an initial configuration that
may be far from the converged one.

The MOM-related $rem variablesin full are the following:

MOM_ECONOMIZE:
Determinesif any computational savings are to be used with MOM

VARIABLE:
INTEGER
DEFAULT:
4
OPTIONS:
1 Include everything
2 Freeze core electrons
3 Only use orbitals within 1Eh of the HOMO
4 Combined frozen core and window
RECOMMENDATION:
Use default
MOM_PRINT
Switches printing on within the MOM procedure
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
FALSE Printing is turned off

TRUE Printing isturned on
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MOM_START
Determines when MOM is switched on to stabilize DIIS iterations
VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
OPTIONS:.
0 (FALSE) MOM is not used
n MOM beginson cyclen
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4.6.7 EXAMPLES

$nol ecul e
02
cl
x1 cl 1.0
c2 clrc2 x1 90.0
X2 c2 1.0 c1 90.0 x1 0.0
c3 cl rc3 x1 90.0 c2 tc3
c4 cl rc3 x1 90.0 c2 -tc3
c5 c3 rc5 cl ac5 x1 -90.0
c6 c4 rc5 cl1 ac5 x1 90.0
hl c2 rhl x2 90.0 c1 180.0
h2 ¢3 rh2 ¢l1 ah2 x1 90.0
h3 c4 rh2 ¢l1 ah2 x1 -90.0
h4d ¢c5 rh4 ¢3 ah4 cl1 180.0
h5 ¢c6 rh4 c4 ah4 cl1 180.0

rc2=2. 67298593
rc3=1. 35449831
t c3=62. 85150452
rc5=1. 37290399
acb5=116. 45436983
rhl=1. 08573521
rh2=1. 08534214
ah2=122. 157328
rh4=1. 08721616
ah4=119. 52349629

$end

$rem
basi s = 6-31G
exchange = hf
menory = 5000000
I nt sbuffersize = 15000000
scf _al gorithm = diis_gdm
scf _convergence = 7
t hresh = 10

$end

Example4.11 Q-Chem input for a UHF caculation using geometric direct
minimization (GDM) on the phenyl radical, after initial iterations with
DIIS. Thisexamplefailsto convergeif DIIS isemployed directly.
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$nol ecul e
02

b

$end

$rem

BASI S 6- 31G
EXCHANGE G309
MOM PRI NT TRUE
MOM START 3

$end

Example4.12 Q-Chem inpu for a MOM-stabili zed DII S cdculation. This job fails to
converge withou the use of MOM.

47 UNCONVENTIONAL SCF CALCULATIONS.

4.7.1 CASE APPROXIMATION

The Coulomb Attenuated Schrodinger Equation (CASE) [59] approximation foll ows
from the KWIK [60] algorithm in which the Coulomb operator is sparated into two
pieces

—= + (0.52)

Thefirst of these two termsis snguar but short-range and the secondis nonsinguar but
long-range. The CASE approximationis applied by smoacthly attenuating all occurrences
of the Coulomb operator in (0.2) by regleding the long-range portion d the identity in
(0.52). The parameter cwcan be used to tune the level of attenuation. Althoughthe total
energies from Coulomb attenuated cdculations are significantly diff erent from non
attenuated energies, it isfoundthat relative energies, correlation energiesand, in
particular, wavefunctions, are nat, provided a reasonable value of wis chosen.

By virtue of the exporential decay of the atenuated operator, ERIs can be negleded ona
proximity basisyielding arigorous O(N) algorithm for single point energies. CASE may
aso be gplied in geometry optimizations and frequency cdculations.
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OMEGA
Controls the degreeof attenuation d the Coulomb operator
VARIABLE:
INTEGER
DEFAULT:
No default
OPTIONS:
n w=n/1000

INTEGRAL 2E OPR

Determines the two-eledron operator

VARIABLE:
INTEGER

DEFAULT:
-2 Coulomb Operator

OPTIONS:
-1 Apply the CASE approximation
-2 Coulomb Operator

4.7.2 PoOLARIZED ATOMIC ORBITAL (PAO) CALCULATIONS

Polarized atomic orbital (PAO) cdculations are an interesting urconventional SCF
method, in which the moleaular orbitals and the density matrix are not expanded diredly
in terms of the basis of atomic orbitals. Instead, an intermediate moleaule-optimized
minimal basis of poarized atomic orbitals (PAO’s) isused [61]. The pdarized atomic
orbitals are defined by an atom-blocked linea transformation from the fixed atomic
orbital basis, where the wefficients of the transformation are optimized to minimizethe
energy, at the same time & the density matrix is obtained in the PAO representation.
Thus a PAO-SCF cdculationis a onstrained variational method, whose energy is above
that of afull SCF cdculationin the same basis. However, a moleaule optimized minimal
basisisavery compad and useful representation for purposes of chemicd analysis, and
it also has potential computational advantages in the context of MP2 o locd MP2
cdculations, as can be dore dter a PAO-HF cdculation is complete to oltain the PAO-
MP2 energy.

PAO-SCF cdculations tend to systematicdly underestimate binding energies (snceby
definitionthe exad result is obtained for atoms, but not for moleaules). Intests onthe
G2 database, PAO-B3LY P/6-311+G(2df,p) atomization energies deviated from full
B3LYP/6-311+G(2df,p) atomizaion energies by rougHy 20 kcd/mol, with the aror
being esentialy extensive with the number of bonds [62]. Thisdeviation can be
reduced to only 0.5 kcd/mol [62] with the use of a Smple noriterative second ader
corredionfor “beyond-minimal basis’ effeds[63]. The sesoond ader corredionis
evaluated at the end d eat PAO-SCF cdculation, asit involves negligible
computational cost. Analyticd gradients are available usng PAQO’s, to permit structure
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optimization. For additiona discusson d the PAO-SCF methodand its uses, seethe
references cited above.

Calculations with PAO’ s are determined controlled by the foll owing $rem variables.
PAO_METHOD = PAO invokes PAO-SCF cdculations, while the dgorithm used to
iterate the PAO’s can be ontrolled with PAO_ALGORITHM.

PAO_ALGORITHM
Algorithm used to optimise polarized atomic orbitals (ssePAO_METHOD)
VARIABLE:
INTEGER
DEFAULT:
0 use dficient (andriskier) strategy to converge PAO’s
OPTIONS:
1 use @mnservative (and ower) strategy to converge PAO’s

PAO METHOD

Controlsevauation d polarized atomic orbitals (PAO’s)

VARIABLE:
STRING

DEFAULT:
EPAO For locd MP2 cdculations
Otherwise no default

OPTIONS:
PAO Perform PAO-SCF instead of conventional SCF
EPAO Obtain EPAQ’ s after a mnventional SCF.
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4.8 GROUND STATE METHOD SUMMARY

To summarizethe main feaures of Q-Chem’s groundstate self-consistent field
capabiliti es, the user needs to consider:

1 Input amoleaular geometry ($molecule keyword)
* Cartesian
e Z-matrix
e Reda from prior cdculations

2. Dedare the job spedficaion ($rem keyword)
« JOBTYPE

0
0
0

« BASIS

0
Y

Singe point
Optimizaion
Frequency

Refer to Chapter 7 (note: $basis keyword for user defined basis «ts).
Effedive core potentials, as described in Chapter 8.

« EXCHANGE

Y
Y
Y

Linea scding agorithms for all methods
Arsenal of exchange density functionals
User definable functionals and hylrids

* CORRELATION

Y
Y

Y
Y
Y

DFT or conventional methods

Linea scding (CPU and memory) incorporation d correlation with
DFT

Arsenal of correlation dengity functionals

User definable functionals and hylrids

SeeChapter 5 for wavefunction-based correlation methods.

3. Exploit Q-Chem’s gedal feaures
» CFMM, LinK large moleaule options
e SCF rate of convergenceincreased throughimproved guessrs and aternative
minimizaion agorithms
* Explore novel methodsif desired: CASE approximation, PAO’s.
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CHAPTER5 WAVEFUNCTION-BASED
CORRELATION METHODS

5.1 INTRODUCTION

The Hartree-Fock procedure, while often qualitatively correct, is frequently
quantitatively deficient. The deficiency is due to the underlying assumption of the
Hartree-Fock approximation: that el ectrons move independently within molecular
orbitals subject to an averaged field imposed by the remaining electrons. The error that
thisintroduces is called the correlation energy and awide variety of procedures exist for
estimating its magnitude. The purpose of this chapter isto introduce the main
wavefunction-based methods available in Q-Chem to describe el ectron correlation.

Wavefunction-based electron correlation methods concentrate on the design of
corrections to the wavefunction beyond the mean-field Hartree-Fock description. Thisis
to be contrasted with the density functional theory methods discussed in the previous
chapter. While density functional methods yield a description of electronic structure that
accounts for electron correlation subject only to the limitations of present-day functionas
(which for example omit dispersion interactions), DFT cannot be systematically
improved if the results are deficient. Wave function-based approaches for describing
electron correlation [1,2] offer thismain advantage. Their main disadvantage is
relatively high computational cost, particularly for the higher level theories.

There are four broad classes of models for describing electron correlation that are
supported within Q-Chem. The first three directly approximate the full time-independent
Schrodinger equation. In order of increasing accuracy, and also increasing cost, they are:

() Perturbative treatment of pair correlations between electrons, capable of
recovering typically 80% or so of the correlation energy in stable molecules.

(b) Self-consistent treatment of pair correlations between electrons, capable of
recovering on the order of 95% or so of the correlation energy.

(c) Non-iterative corrections for higher than double substitutions, which can typically
account for more than 99% of the correlation energy. They are the basis of many
modern methods that are capable of yielding chemical accuracy for ground state
reaction energies, as exemplified by the G2 [3] and G3 methods [4].

These methods are discussed in the following 3 subsections.

Thereisaso a4" class of methods supported in Q-Chem, which have a different
objective. These active space methods aim to obtain a balanced description of electron
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correlation in highly correlated systems, such as biradicals, or along bond-breaking
coordinates. Active space methods are discussed in the 4" part of this chapter.

In order to carry out a wavefunction-based electron correlation calculation using
Q-Chem, 3 $rem variables need to be s&t:

e BASS to specify the basis set (see chapter 6)
e CORRELATION method for treating Correlation (defaults to NONE)
* N_FROZEN_CORE frozen core electrons (O default, optionally FC, or n)

Note that for wavefunction-based correlation methods, the default option for
EXCHANGE is HF (Hartree-Fock). It can therefore be omitted from the input if desired.

The full range of ground state wavefunction-based correlation methods available (i.e. the
recognized options to the CORRELATION keyword) are as follows:

CORRELATION
Specifies the correlation level of theory, either DFT or wavefunction-based.

VARIABLE:
STRING

DEFAULT:
None No Correlation

OPTIONS:
MP2 Sections 5.2 and 5.3
Loca_MP2 Section 5.4
MP3 Section 5.2
MP4SDQ Section 5.2
MP4 Section 5.2
CCD Section 5.5
CCD(2) Section 5.6
CCsDh Section 5.5
CCSD(T) Section 5.6
CCSD(2) Section 5.6
QCISD Section 5.5
QCISD(T) Section 5.6
oD Section 5.5
OD(T) Section 5.6
OD(2) Section 5.6
VOD Section 5.7
VOD(2) Section 5.7
QCCD Section 5.5
VQCCD Section 5.7
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52 MQ@LLE R-PLESET PERTURBATION THEORY

5.2.1 INTRODUCTION

Mgll er-Plesst Perturbation Theory [5] isawidely used methodfor approximating the
correlation energy of moleaules. In particular, second ader Mdll er-Plesst perturbation
theory (MP2) is one of the simplest and most useful levels of theory beyondthe Hartree
Fock approximation. Conventional and locd MP2 methods avail able in Q-Chem are
discussed in detail in Sedions 5.3 and 54 respedively. The MP3 methodis dill
occasionally used, while MP4 cdculations are quite commonly employed as part of the
G2 and G3 thermochemicd methods [3,4]. In the remainder of this edion, the
theoreticd basis of Mall er-Plesset theory is reviewed.

5.2.2 THEORETICAL BACKGROUND

The Hartree Fock wave function (W,) and energy (E,) are approximate solutions
(eigenfunction and eigenvalue) to the exad Hamiltonian eigenvalue problem or
Schrédinger’ s eledronic wave eguation (4.5). The HF wave function and energy are,
however, exad solutions for the Hartree Fock Hamiltonian (H,) eigenvalue problem. If
we assume that the Hartree-Fock wave function (W,) and energy (E,) lie nea the exad
wave function (W) and energy (E), we can nowv write the exad Hamiltonian operator as

H=H,+AV (5.1)

where V isthe small perturbation and A is a dimensionless parameter. Expanding the
exact wave function and energy in terms of the HF wave function and energy yields

E=E@ +AE® +\?E® + A°E® +... (5.2)
W=+ AP0 +A29@ + 1390 + (5.3

substituting the expansionsinto the Schrodinger equation and gatheringtermsin A" yields

H,W, =EOW, (5.4)
HoW® +V W, = EOWO + EOY, (59
H,W® +V o = EOW@ 4 EOWO 4 @y (5.6)

and so forth. Multiplying ead of the ebove equations by W andintegrating ower all
spaceyields the foll owing expresson for the n” order (MPn) energy

E@ =(W,|H,|W,) (5.7)
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EY =(W,|V|¥,)
E? = (W, |V |w®)
Thus, the Hartree-Fock energy
Eo =(Wo|Ho +V W)
Issimply the sum of the zeroth- and first- order energies
Eo —EQO 4+ g®
The correlation energy can then be written

Ecorr = EéZ) +E(§3) +E(§4) +"'

of which thefirst term isthe MP2 energy.

It can be shown that the MP2 energy can be written (in terms of spinorbitals) as

(2) 1 virt occ ab|||J
42 -, tE, & &

where
(ablij) = (ablij) - (ab| ji)
and

(abled) = [, (0 (0) U (s (1)

which can be written in terms of the two electron repulsion integrals

(ablcd) = ZZZZCuaC CCoa (HV |A0)

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

(5.16)

Expressions for higher order terms follow similarly, athough with much greater
algebraic and computational complexity. MP3 and particularly MP4 (the third and fourth
order contributions to the correlation energy) are both occasionally used, although they
are increasingly supplanted by the coupled cluster methods described in the following
sections. The disk and memory requirements for MP3 are similar to the self-consistent
pair correlation methods discussed in Section 5.5 while the computational cost of MP4 is

similar to the (T) corrections discussed in Section 5.6.
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53 Exact MP2 METHODS

5.3.1 ALGORITHM

Sewnd ader Mgl er-Plesst theory (MP2) [5] probably the smplest useful wave
function-based eledron correlation method Revived in the mid-1970s, it remains
highly popuar today, becaise it off ers g/stematic improvement in oimized geometries
and aher moleaular propertiesrelative to Hartree Fock (HF) theory [6]. Indedd, ina
recent comparative study d small closed shell moleaules[7], MP2 ouperformed much
more expensive singles and doulbes couded-cluster theory for such properties! Relative
to state-of-the-art Kohn-Sham density functional theory (DFT) methods, which are the
most econamicd methods to acourt for eledron correlation effeds, MP2 has the
advantage of properly incorporating longrange dispersionforces. The principal
wedknesses of MP2 theory are for open shell systems, and aher cases where the HF
determinant is a poar starting pant.

Q-Chem contains an efficient conventional semi-diread methodto evaluate the MP2
energy and gadient [8]. These methods require OVN memory (O,V,N are the numbers
of occupied, virtual and total orbitals, respedively), and dsk spacewhich is bounced
from above by OVN’/2. The latter can be reduced to IVN’/2 bytreding the occupied
orbitalsin batches of sizel, and re-evaluating the two-eledronintegrals O/l times. This
approad is tradable on modern workstations for energy and gadient cdculations of at
least 500 kasisfunctions or so, or moleaules of between 15and 30first row atoms,
depending onthe basis st size The mmputational cost increases between the 3 and 5"
power of the size of the moleaule, depending onwhich part of the cadculationistime-
dominant.

The dgorithm and implementation in Q-Chem isimproved ower ealier methods [9,10],
particularly in the foll owing aress:

» Usespurefunctions, as oppased to Cartesians, for all fifth order steps. Thislealsto
large computational savings for basis sts containing pue functions

e Customized loop umolling for improved efficiency

* The sortless &mi-dired method avoids areal and write operation resulting in alarge
I/O savings

e Reductionin dsk and memory usage

* No extraintegral evaluationfor gradient cdculations

* Full exploitation d frozen core gproximation

The implementation dfersthe user the foll owing alternatives:

1. direa agorithm (energiesonly)
2. disk-based sortless @mi-dired agorithm (energies and gadients)
3. locd occupied orbital method (energies only).
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The semidirea agorithm isthe only choicefor gradient cdculations. It isalso namally
the most efficient choicefor energy cdculations. There ae two classes of exceptions:

e If the anount of disk space @ailableisnat significantly larger than the amourt of
memory avail able, then the dired algorithm is preferred.

« If the cdculationinvavesavery large basis %t, then the locd orbital method may be
faster, because it performs the transformation in a different order. It does not have
the large memory requirement (no OVN array needed), and always eva uates the
integrals 4 times. The CD_DIK optionisaso ignared in this algorithm, which
requires up to OOVN words of disk space

There ae 3 important options that are not defaults that shoud be wisely chasen by the
user in order to exploit the full efficiency of Q-Chem’sdired and semidired MP2
methods (as discussed above, the LOCAL_OCCUPIED method les diff erent
requirements).

(1) MEMORY: The value spedfied for this REM variable must be sufficient to
permit efficient integral evaluation (2-10MW) andto hdd alarge temporary array
whose sizeis OVN, the product of the number of occupied, virtual and total
numbers of orbitals.

(2) CD_DIXK: Thevaue spedfied for thisREM variable shoud be aslarge &
possble (i.e. perhaps 80% of the freespaceon you $QCSCRATCH partition
where temporary jobfiles are held). The vaue of thisvariable will determine
how many times the two-eledron integrals in the gomic orbital basis must be re-
evauated, which isamajor computational step in MP2 cdculations.

(3) N_FROZEN_CORE: The computationa requirements for MP2 are propartional
to the number of occupied orbitals for some steps, and the square of that number
for other steps. Therefore the CPU time can be significantly reduced if your job
employs the frozen core gproximation. Additionally the memory and dsk
requirements are reduced when the frozen core gproximation is employed.
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5.3.2 ALGORITHM CONTROL AND CUSTOMIZATION

The dired and semidired integral transformation algorithms used by Q-Chem (e.g.,
MP2, CIS(D)) arelimited by avail able disk space(D) and memory (C), the number of
basis functions (N), the number of virtual orbitals (V) and the number of occupied
orbitals (O), as discussed above. The generic description d thekey REM’sare &
follows:

MEMORY

Sets the memory for individual program modues

VARIABLE:
INTEGER

DEFAULT:
2,000000(2 MW)

OPTIONS:
User-defined number of words. For dired and semidired MP2
cdculations, this must excead OVN + requirements for AO integral
evauation (2-10 MW), as discussed abowe.

MEMORY_TOTAL
Sets the total memory avail able to Q-Chem
VARIABLE:
INTEGER
DEFAULT:
Unlimited (1,000 MW)
OPTIONS:
User-defined number of words
RECOMMENDATION:
Use default, or set to the physicd memory of your machine.

CD_MAX DISK
Sets the amount of disk space(in words) avail able for MP2 cdculations
VARIABLE:
INTEGER
DEFAULT:
200,000,000(200MW)
OPTIONS:
User-defined: shoud be set aslarge a possble, discussed in Sec 5.3.1
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CD_ALGORITHM

Determines the algorithm for MP2 integral transformations

VARIABLE:
STRING

DEFAULT:
Program determined

OPTIONS:
DIRECT Uses fully direct algorithm (energies only)
SEMI_DIRECT Uses disk-based semi-direct algorithm
LOCAL_OCCUPIED Alternative energy algorithm (see 5.3.1)

RECOMMENDATION:
Semidirect is usualy most efficient, and will normally be chosen by

default.

N_FROZEN_CORE
Sets the number of frozen core orbitals in a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
FC  Frozen Core approximation (all core orbitals frozen)
n Freeze n core orbitals
RECOMMENDATION:
While the default is not to freeze orbitals, MP2 calculations are more
efficient with frozen core orbitals. Use FC if possible.

N_FROZEN_VIRTUAL
Sets the number of frozen virtual orbitals in a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
n Freeze n virtua orbitals
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5.3.3 EXAMPLES

$nol ecul e

01

O

HL O OH

H2 O OH H1I HOH

H=101
HOH = 105
$end

$rem

JOBTYPE SP Si ngl e Poi nt energy
CORRELATI ON VP2

EXCHANGE HF Exact

BASI S 6- 31CG*

$end

Example5.1 Example of an MP2/6-31G* calculation on the water molecule

$nol ecul e

01

O

HL O OH

H2 O OH H1I HOH

OH=1.01
HOH = 105
$end

$rem

JOBTYPE SP Si ngl e Poi nt energy
CORRELATI ON MP2

EXCHANGE HF Exact

BASI S 6-31G

N_FROZEN CORE FC Frozen core approxi mation
$end

Example5.2 Example of an MP2/6-31G* calculation employing the frozen core
approximation
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54 LocAL MP2 METHODS

54.1 LOCAL TRIATOMICSIN MOLECULES(TRIM) MODEL

The development of what may be cdled “fast methods’ for evaluating eledron
correlationis a problem of both fundamental and pradicd importance, becaise of the
unphysicd increases in computational complexity with moleaular size which affli ct
“exad” implementations of eledron correlation methods. Idedly, the development of fast
methods for treding eledron correlation should not impad either model errors or
numericd errors associated with the original eledron correlation models. Unfortunately
thisis not possble & present, as may be gpredated from the following rough argument.
Soatial locality iswhat permits reformulations of eledronic structure methods that yield
the same answer as traditional methods, but faster. The one-particle density matrix decays
exponentially with arate that relates to the HOMO-LUMO gap in periodic systems.

When length scaes longer than this charaderistic decay length are examined, sparsity will
emerge in both the one-particle density matrix and also pair correlation amplitudes
expressed in terms of locdized functions. Very roughly, such alength scdeis about 5 to
10atomsin aline, for good insulators such as akanes. Hence sparsity emerges beyond
this number of atomsin 1-d, beyond this number of atoms gjuared in 2-d, and this number
of atoms cubed in 3-d. Thus for threedimensional systems, locdity only begins to emerge
for systems of between hundreds and thousands of atoms.

If we wish to acceerate cdculations on systems below this $zeregime, we must
therefore introduce alditional errorsinto the cdculation, either as numericd noise
throughlooser tolerances, or by modifying the theoreticad model, or perhaps bath. Q-
Chem’s approad to locd eledron correlation is based onmodifying the theoreticd
models describing correlation with an additional well-defined locd approximation. We
do nd attempt to acceerate the cdculations by introducing more numericd error becaise
of the difficulties of controllingthe aror asafunction d moleale size, and the
difficulty of achieving reproducible significant results. From this perspedive, locd
correlation kkecomes an integral part of spedfying the dedron correlation treament.
Thismeans that the mnsiderations necessary for a correlation treament to qualify asa
well-defined theoreticd model chemistry apply equally to locd correlation modeling.
Thelocd approximations sioud be

(a) Sze-consistent: meaning that the energy of a supersystem of two norinterading
moleaules sroud be the sum of the energy oltained from individual cdculations
onead moleaule.

(b) Uniquely defined: Require noinpu beyond niclel, eledrons, and an atomic
orbital basis st. In ather words, the model shoud be uniquely spedfied withou
customizaionfor ead moleaule.

(c) Yield continuous potential energy surfaces. The model approximations sioud be
smoath, and nd yield energies that exhibit jumps as nuclea geometries are
varied.



Chapter 5: Wavefunction-Based Correlation Methods 107

To ensure that these model chemidtry criteria ae met, Q-Chem’slocd MP2 methods
[11,12] expressthe doule substitutions (i.e. the pair correlations) in areduncant basis of
atom-labeled functions. The alvantage of doing thisisthat locad models stisfying
model chemistry criteria can be defined by performing an atomic truncation of the
doule substitutions. A general substitutionin this representation will then involve the
replacament of occupied functions asociated with two gven atoms by empty (or virtual)
functions ontwo ather atoms, couding together 4 dfferent atoms. We can forceone
occupied to virtual substitution (of the two that comprise adoulde substitution) to occur
only between functions on the same @om, so that only 3 dfferent atoms are involved in
the doule substitution. This defines the triatomics in molecules (TRIM) locd model for
doule substitutions. The TRIM model off ers the patential for reducing the
computational requirements of exad MP2 theory by afador propartional to the number
of atoms. We ould also force eab occupied to virtual substitutionto be onagiven
atom, thereby defining a more drastic diatomicsin molecules (DIM) locd correlation
model.

The simplest atom-centered basis that is cgpable of spanning the occupied spaceisa
minimal basis of core and valence domic orbitals on ead atom. Such abasisis
necessarily redundant because it also contains sufficient flexibility to describe the empty
valence atibondng abitals necessary to corredly acourt for nondyramicd eledron
correlation effeds such asbondbresing. This redundancy isadually important for the
successof the @omic truncaions becaise occupied functions on adjacent atoms to some
extent describe the same part of the occupied space The minimal functions we use to
span the occupied space ae obtained at the end d alarge basis st cdculation, and are
cdled extracted polarized atomic orbitals (EPAO’s) [13]. We discussthem briefly
below. Itiseven passbleto explicitly perform an SCF cdculationin terms of a
moleaule-optimized minimal basis of polarized atomic orbitals (PAO’s) (seeChapter 4).
To span the virtual space we use the full set of atomic orbitals, appropriately projeded
into the virtual space

We summarizethe situation. The number of functions sanning the occupied subspace
will be the minimal basis st dimension, M, which is greaer than the number of occupied
orbitals, O, by afador of upto abou 2. The virtua spaceis sanned by the set of
projeded atomic orbitals whose number isthe @omic orbital basis st sizeN, whichis
fradionally greaer than the number of virtuals V=N-O. The number of doulde
substitutions in such a redundant representation will be typicaly 3 to 5timeslarger than
the usua total. Thiswill be more than compensated by reducing the number of retained
substitutions by a fador of the number of atoms, A, in the locd triatomics in moleales
model, or afador of A in the diatomicsin moleaules mode!.

Thelocad MP2 energy in the TRIM and DIM models are given by the following
expressons, which can be compared against the full MP2 expresson gven ealier in Eq.
(5.13). First, for the DIM mode:

1 (PIQ)(PIQ)

Eopp, = ——
DIMP2 2 Aﬁ +A6

(5.17)
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The sums are over the linear number of atomic single excitations after they have been
canonicalized. Each term in the denominator is thus an energy difference between
occupied and virtual levelsin thislocal basis. Similarly, the TRIM model correspondsto
the following local MP2 energy:

(P1ib)(PIlib)

A;+g, ¢,

- EDIMP2 (5-18)

ETRIMPZ ==
]

where the sum is now mixed between atomic substitutions ( P ), and nonlocal occupied
(j) tovirtual (b) substitutions. See references[11,12] for afull derivation and discussion.

The accuracy of thelocal TRIM and DIM models has been tested in a series of
calculations[11,12]. In particular, the TRIM model has been shown to be quite faithful
to full MP2 theory viathe following tests:

(@) The TRIM model recovers around 99.7% of the MP2 correlation energy for
covalent bonding. Thisissignificantly higher than the roughly 98-99%
correlation energy recovery typically exhibited by the Saebo-Pulay local
correlation method [14]. The DIM model recovers around 95% of the correlation
energy.

(b) The performance of the TRIM model for relative energiesis very robust, as
shown in ref. [11] for the challenging case of torsional barriersin conjugated
molecules. The RMS error in these relative energiesis only 0.031 kcal/mol, as
compared to around 1 kcal/mol when electron correlation effects are completely
neglected.

(c) For the water dimer with the aug-cc-pVTZ basis, 96% of the MP2 contribution to
the binding energy is recovered with the TRIM model, as compared to 62% with
the Saebo-Pulay local correlation method.

(d) For calculations of the MP2 contribution to the G3 and G3(MP2) energies with
the larger moleculesin the G3-99 database [15], introduction of the TRIM
approximation resultsin an RMS error relative to full MP2 theory of only 0.3
kcal/mol, even though the absolute magnitude of these quantitiesis on the order
of tens of kcal/mol.
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5.4.2 EPAO EVALUATION OPTIONS

When alocd MP2 job (requested by the LOCAL_MP2 optionfor CORRBE_ATION) is
performed, the first new step after the SCF cdculationis converged isto extrad a
minimal basis of poarized atomic orbitals (EPAQ’ s) that spans the occupied space
There aethreevalid choicesfor this basis, controlled bythe PAO_ METHOD and
EPAO_ITERATE keywords described below.

(1) Uniterated EPAO’s: Theinitial guessEPAQ’s are the default for locd MP2

cdculations, and are defined asfollows. For eat atom, the @variant density
matrix (SPg is diagoralized, giving eigenvalues which are goproximate natural
orbital occupancies, and eigenvedors which are @rrespondng atomic orbitals.
The m eigenvedors with largest popuations are retained (where mis the minimal
basis dimensionfor the arrent atom). This nonathogoral minimal basisis
symmetricdly orthogoralized, and then modified as discussed in ref. [13] to
ensure that these functions rigoroudly span the occupied spaceof the full SCF
cdculation that has just been performed. These orbitals may be denoted as
EPAO(0) to indicae that noiterations have been performed after the guess In
general, the quality of the locd MP2 results obtained with thisoptionis very
similar to the EPAO option below, but it is much faster and fully robust. For the
example of the torsional barrier cdculations[11] discussed abowe, the TRIM
RMS deviations of 0.03 kcd/mol from full MP2 cdculations are increased to
only 0.04 kcd/mol when EPAO(0) orbitals are enployed rather than EPAQ’s.

(2) EPAO’'s. EPAO’sare defined by minimizing alocdizaion functional as

described inref. [13]. These functions were designed to be suitable for locd
MP2 cdculations, and have yielded excdlent resultsin al tests performed so far.
Unfortunately the functional is difficult to converge for large moleaules, at least
with the dgorithms that have been developed to this gage. Thereforeit isnat the
default, but is svitched on ly spedfying a(large) value for EPAO _ITERATE, as
discussd below.

(3) PAQ: If the SCF cdculationis performed in terms of a moleaule-optimized

minimal basis, as described in chapter 4, then the resulting PAO-SCF cdculation
can be correded with either conventional or locd MP2 for eledron correlation.
PAO-SCF cdculations dter the SCF energy, and are therefore not the default.
Thiscan be enabled by spedfying PAO_METHOD as PAO, in ajobwhich aso
requests CORRH_ATION as LOCAL_MP2
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PAO_METHOD
Controls the type of PAO cdculations requested
VARIABLE:
STRING
DEFAULT:
EPAO For locd MP2, EPAO’sare dhosen by cefault.
OPTIONS:
EPAO Find EPAQO’ s by minimizing delocdi sation function
PAO Do SCF in amoleaule-optimized minimal basis

EPAO_ITERATE
Controlsiterations for EPAO cdculations (sesePAO_METHOD)
VARIABLE:
INTEGER
DEFAULT:
0 Use uniterated EPAO’ s based onatomic blocks of SPS
OPTIONS:
n Optimizethe EPAO’ sfor upto niterations.
RECOMMENDATION:
Use default. For moleaules that are not too large, one can test the
sengitivity of the resultsto the type of minimal functions by the use of
optimised EPAQO’ s in which case avalue of n=500is reasonable.

EPAO_WEIGHTS

Controls agorithm and weights for EPAO cdculations (sesePAO_METHOD)
VARIABLE:

INTEGER
DEFAULT:

115 Standard weights, use 1% and 2 order optimisation
OPTIONS:

15 Standard weights, with 1% order optimisation orly.
RECOMMENDATION:

Use default, unlessconvergencefail ure is encourtered.
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54.3 ALGORITHM CONTROL AND CUSTOMIZATION

A locd MP2 cdculation (requested by the LOCAL_MP2 option for CORRELATION)
consists of the foll owing steps:

» After the SCF is converged, aminimal basis of EPAO’s are obtained.

e TheTRIM (and DIM) locd MP2 energies are then evaluated (gradients are not yet
available).

Detail s of the dficient implementation d the locd MP2 method described abowve ae
reported in the recent thesis of Dr. Michad Lee[16], and will shortly be puldished in the
scientific literature [17]. Here we smply summarizethe caabiliti es of the program.
The omputational advantage asociated with these locd MP2 methods varies depending
uponthe sizeof moleaule andthe basis st. Asarough gnera estimate, TRIM-MP2
cdculations are feasible on moleaule sizes abou twice & large & thaose for which
conventional MP2 cdculations are feasible on a given computer, and thisis their primary
advantage. Our implementationiswell suited for large basis st cdculations. The AO
basis two-eledronintegrals are evaluated four times. DIM-MP2 cdculations are
performed as a by-product of TRIM-MP2 but no separately optimized DIM agorithm
has been implemented.

The resourcerequirements for locad MP2 cdculations are a foll ows:

 Memory total: The memory requirement for the integral transformation daes not
exceal OON, andisthresholded so that it asymptoticdly grows linealy with
moleaule size. Additional memory of approximately 32N is required to complete the
locd MP2 energy evauation.

« Disk: Thedisk spacerequirement isonly abou 80OVN, but is not thresholded. Thisis
avery large reduction from the cae of afull MP2 cdculation, where, in the cae of 4
integral evaluations, OVN’/4 disk spaceis required. Asthelocd MP2 disk space
requirement is not adjustable, the CD_DISK keyword isignared for LOCAL_MP2
cdculations.

The evaluation d the locd MP2 energy dces not require any further customizaion. An
adequate anourt of MEMORY (5 to 10millionwords) shoud be speafied to permit
efficient AO basistwo-eledronintegral evaluation, but all | arge scratch arrays are
alocaed from MEMORY_TOTAL.
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544 EXAMPLES

$nol ecul e
01

. 32095

. 478448, 1, 121. 185244

. 18974, 2, 123. 834335, 1, 180.
. 076863, 2, 121. 497711, 3, 0.

. 074497, 2122. 085528, 3, 180.
. 075494, 1, 122. 339969, 3, 180.
. 094859, 2, 115. 27087, 4, 180.

OO0

IO
SWNRPRPWNE
RPRRPRRR R

Q-

STIIT

$rem

correlation | ocal _np2
basi s 6-311g**
$end

$nol ecul e

316563

. 498384, 1, 123. 439464

. 18747, 2,123. 811782, 1, 92. 283611

. 07631, 2,122. 029762, 3, - 0. 310147

. 074844, 2, 121. 429505, 3, 180. 276629
. 078134, 1, 120. 962285, 3, 180. 340519
. 093867, 2, 115. 870616, 4, 179. 067691

$rem

correlation | ocal _np2
basi s 6-311g**
$end

Example5.3 A relative energy evauation using the local TRIM model for MP2 with
the 6-311G** basis set. The energy differenceistheinterna rotation
barrier in propenal, with the first geometry being planar trans, and the
second the transition structure.
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55 SELF-CONSISTENT PAIR CORRELATION METHODS

The following sedions give short summaries of the various pair correlation methods
availablein Q-Chem, al of which are variants of couded cluster theory. The basic
objed-oriented tods necessary to permit the implementation o these methodsin Q-
Chem was acaomplished by Dr. AnnaKrylov and Dr. David Sherrill, working at
Berkeley with Martin Head-Gordon, and then continuing independently at the University
of Southern California and Georgia Tech respedively. While & Berkeley, Krylov and
Sherrill also developed the optimized orbital couped cluster method, with additional
assstancefrom Ed Byrd. The extension d this code to MP3, MP4, CCSD and QCISD is
the work of Dr. Steve Gwaltney at Berkeley, whil e the extensionsto QCCD were
implemented by Ed Byrd at Berkeley.

5.5.1 CoupPLED CLUSTER SINGLESAND DOUBLES(CCSD)

The standard approacdh for treaing pair correlations lf-consistently are muped cluster
methods where the duster operator contains al single and doulbe substitutions[18],
abbreviated as CCSD. CCSD yields results that are only slightly superior to MP2 for
structures and frequencies of stable dosed shell moleaules. However, it isfar superior
for readive spedes, such as trangtion structures and radicds, for which the performance
of MP2is quite aratic. Q-Chem suppatsonly energy evaluationfor CCSD at present.

A full textbook presentation d CCSD is beyondthe scope of this manual, and severa
comprehensive references are available. However, it may be useful to briefly summarize
the main equations. The CCSD wavefunctionis:

Weow) = exp(T, +T, )| @) (5.19)

where the single and dauble excitation operators may be defined by their adions onthe
reference single determinant (which is normally taken as the Hartree Fock determinant in
CCsSD):

occ virt

f1|¢o>:ZZtia

®?) (5.20)

T,|d,) = %i S | o®) (5.21)
. a

It isunfeasible to determine the CCSD energy by \eriational minimization d (E)___

with resped to the singes and doulbes amplitudes because the expressons terminate &
the same level of complexity as full configurationinteradion (!). So, instead, the
Schrédinger equationis stisfied in the subspacespanned by the reference determinant,
al singe substitutions, and all doulde substitutions. Projedionwith these functions and
integration ower all spaceprovides sufficient equationsto determine the energy, the
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singles and doulbes amplitudes as the solutions of sets of norlinea equations. These
eguations may be symbadlicdly written asfollows:

ECCSD = <CDO |HA | LIJCCSD>

) .
0= (@7 |H ~ Eccep | Wocsn ) (5.29)
= (|27, + 4T+ T, 40T, +4T7) 0y )
0=(0f |H - Eccop| Yoo ) (5.24)

= (O [A|(L T+ 477+ T, 4T, + 3T+ 4 T2 44T, + 4T 0, )
Theresult isaset of equations which yield an energy that is not necessarily variational
(i.e. may nat be éowve the true energy), dthoughit is grictly sze-consistent. The
equations are dso exad for apair of eledrons, and, to the extent that moleaules are a
colledion d interading eledron pairs, thisisthe basis for expeding that CCSD results
will be of useful acarragy.

The computational eff ort necessary to solve the CCSD equations can be shown to scde
with the 6" power of the moleaular size, for fixed choice of basis ®t. Disk storage scaes
with the 4" power of moleaular size, and involves a number of sets of douldes
amplitudes, aswell astwo-eledronintegralsin the moleaular orbital basis. Therefore the
improved acairacy relative to MP2 theory comes at a stegp computational cost. Given
these scdingsit isrelatively straightforward to estimate the feasibility (or unfeasibility)
of aCCSD cdculation onalarger moleaule (or with alarger basis t) given that a
smaller trial cdculationisfirst performed.

5.5.2 QUADRATIC CONFIGURATION INTERACTION (QCISD)

Quadratic configuration interadion with singles and doulbes (QCISD) [19] isawidely
used alternative to CCSD, that sharesits main desirable properties of being size-
consistent, exad for pairs of eledrons, aswell asbeingaso nonwariationa. Its
computational cost also scaesin the same way with moleaule size and besis %t as
CCSD, dthoughwith dightly smaller constants. While originally proposed
independently of CCSD based oncorreding configuration interadion equations to be
size-consistent, QCISD is probably best viewed as approximationto CCSD. The
defining equations are given below (under the asumption d Hartree Fock orbitals,
which shoud always be used in QCISD). The QCISD equations can clealy be viewed
asthe CCSD equations with alarge number of terms omitted, which are esidently nat
very numericdly significant:
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Eqcm =(Po[H|(1+T.) @) (525
0=(wf|H|(f,+T,+TiT, )@, ) (5.26)
0:<q>iajb||:||(1+'|:l+'|:2 +%'|:22)q30>c (5.27)

QCISD energies are avall able in Q-Chem, and are requested with the QCISD keyword.
Asdiscus=d in Sedion 46, the noniterative QCISD(T) corredion to the QCISD solution
Is also avail able to approximately incorporate the dfed of higher substitutions.

5.5.3 OPTIMIZED ORBITAL COUPLED CLUSTER DOUBLES (OD)

It is possble to grealy smplify the CCSD equations by omitting the single substitutions
(i.e. setting the T, operator to zero). If the same single determinant referenceis used
(spedficdly the Hartree Fock determinant), then this defines the wupled cluster doubles
(CCD) method, by the following equations:

= =<¢O|ﬁ |(l+'I:2)<DO>C (5.28)
0= <q>§.b A1+, +%'I:22)<DO>C (5.29)

The CCD method cannat itself usually be recommended because while pair correlations
are dl corredly included, the negled of single substitutions causes cdculated energies
and propertiesto be significantly lessreliable than for CCSD. Single substitutions play a
role very smilar to orbital optimizaion, in that they effedively ater the reference
determinant to be more gpropriate for the description d eledron correlation (the
Hartree Fock determinant is optimized in the &sence of eledron correlation).

This suggests an alternative to CCSD and QCISD that has sme alditional advantages.
Thisisthe optimized arbital CCD method (OO-CCD), which we normally refer to as
smply optimized doubdes (OD) [20]. The OD methodis defined by the CCD equations
abowe, plusthe alditional set of condtionsthat the duster energy is minimized with
resped to orbital variations. This may be mathematicdly expressed by.

%o _ (5.30)
967

where the rotation angle 8% mixesthe " occupied arbital with the a" virtual (empty)

orbital. Thusthe orbitalsthat define the single determinant reference ae optimized to
minimizethe muded cluster energy, and are variationally best for this purpose. The
resulting abitals are gproximate Bruedkner orbitals.
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The OD method hes the advantage of formal smplicity (orbital variations and single
substitutions are essentialy redundant variables). In cases where Hartree Fock theory
performs poaly (for example atifadua symmetry bre&ing, or nonconvergence), it is
aso pradicdly advantageousto use the OD method where the HF orbitals are not
required, rather than CCSD or QCISD. Q-Chem suppats both energies and analyticd
gradients using the OD method The cmputational cost for the OD energy is more than
twicethat of the CCSD or QCISD method, but the total cost of energy plus gradient is
rougHy similar, althoughOD remains more expensive. An additional advantage of the
OD methodisthat it can be performed in an adive space as discussed later, in sedion
5.7.

5.5.4 QUADRATIC CoUPLED CLUSTER DOUBLES(QCCD)

The nonvariational determination d the energy in the CCSD, QCISD, and OD methods
discussd in the dowve subsedionsis nat normally a pradicd problem. However, there
are some caes Where these methods perform poaly. One such example ae potential
curves for homolytic bond dssociation, using closed shell orbitals, where the cdculated
energies nea disociation gosignificantly below the true energies, giving pdential
curves with unphysicd barriersto formation d the moleaule from the separated
fragments [21]. The Quadratic Couped Cluster Doubdes (QCCD) method[22] recently
proposed by Troy Van Voorhis at Berkeley uses a diff erent energy functional to yield
improved behavior in problem cases of thistype. Spedficdly, the QCCD energy
functional is defined as.

Eooeo = (®o(1+ A, +1A.7)|Filexp(T.) @, (5.31)

where the amplitudes of both the T, and A, operators are determined by minimizing the

QCCD energy functional. Additionally, the optimal orbitals are determined by
minimizing the QCCD energy functional with resped to orbital rotations mixing
occupied and virtual orbitals.

To seewhy the QCCD energy shoud be an improvement on the OD energy, we first
write the latter in a diff erent way than before. Namely we can write aCCD energy

functional which when minimized with resped to the T and /\ operators, gives back
the same CCD equations defined ealier. Thisenergy functional is:

oo = <q>0 (1+A,)A |exp('f2)¢o>c (5.32)

Minimizaion with resped to the /\2 operator givesthe equationsfor the 1:2 operator
presented previoudy, and, if those equations are satisfied then it is clea that we do nd
require knowledge of the A, operator itself to evaluate the energy.
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Comparing the two energy functionals, (5.31) and (5.32), we see that the QCCD
functional includes up through quadratic terms of the Maclaurin expansion of exp(ﬂz)

while the conventional CCD functional includes only linear terms. Thus the bra
wavefunction and the ket wavefunction in the energy expression are treated more
equivaently in QCCD than in CCD. This makes QCCD closer to atrue variational
treatment [21] where the bra and ket wavefunctions are treated precisely equivalently,
but without the exponential cost of the variational method.

In practice QCCD is adramatic improvement relative to any of the conventional pair
correlation methods for processes involving more than two active electrons (i.e. the
breaking of at least a double bond, or, two spatialy close single bonds). For example
calculations, we refer to the origina paper [22], and the follow-up paper describing the
full implementation [23]. We note that these improvements carry a computational price.
While QCCD scales formally with the 6" power of molecule size like CCSD, QCISD,
and OD, the coefficient is substantially larger. For thisreason, QCCD calculations are
by default performed as OD calculations until they are partly converged.
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555 JoB CONTROL OPTIONS

There are alarge number of options for the coupled cluster singles and doubles methods.
They are documented in Appendix C, and, as the reader will find upon following this
link, it isan extensive list indeed. Fortunately, many of them are not necessary for

routine jobs. Most of the options for non-routine jobs concern altering the default
iterative procedure, which is most often necessary for optimized orbital calculations (OD,
QCCD), aswell as the active space methods discussed later in Section 5.7. The more
common options relating to convergence control are discussed there, in Section 5.7.5.
Below we list the options that one should be aware of for routine calculations.

CC_CONVERGENCE

Overall convergence criterion for the coupled cluster codes. Thisis designed to
ensure at least n significant digits in the calculated energy, and automatically sets
the other convergence-related variables (CC_E_CONV, CC_T_CONV,
CC_THETA CONV, CC_THETA GRAD_CONV, CC_Z CONV) [10**(-n)]
VARIABLE:

INTEGER
DEFAULT:

8 energies

8 gradients
OPTIONS

n 10**(-n) convergence criterion

CC _DOV_THRESH

Specifies minimum allowed values for the coupled cluster energy denominators.
Smaller values are replaced by this constant during early iterations only, so the
final results are unaffected, but initial convergence is improved when the guessis
poor.
VARIABLE:

DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:

0.25
RECOMMENDATION:

Increase to 0.5 or 0.75 for nonconvergent coupled cluster calculations.

CC_MAXITER
Maximum number of iterations to optimize the coupled cluster energy.
VARIABLE:
INTEGER
DEFAULT:
200
OPTIONS:
n up to niterations to achieve convergence
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CC_PRINT
Controls the output from post-MP2 coupled cluster module of Q-Chem
VARIABLE:
INTEGER
DEFAULT:
1
OPTIONS:
0>7 Higher values can lead to deforestation...
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55.6 EXAMPLES

$nol ecul e

02

n

hl n 1.02805

h2 n 1.02805 hl 103. 337613
$end

$rem

correl ation ccsd
basi s 6- 31g*
n_frozen_core fc
$end

@212y

$nol ecul e

02

n

hl n 1.02805

h2 n 1.02805 hl 103. 337613
$end

$rem

correl ation od
basi s 6- 31g*
n_frozen_core fc
$end

$nol ecul e

02

n

hl n 1.02805

h2 n 1.02805 hl 103. 337613
$end

$rem

correl ation gccd
basi s 6- 31g*
n_frozen_core fc
$end

Example5.4 A seriesof jobs evaluating the correlation energy (with core orbitals
frozen) of the ground state of the NH, radical with three methods of
coupled cluster singles and doubles type: CCSD itself, OD, and QCCD.
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56 NON-ITERATIVE CORRECTIONSTO COUPLED CLUSTER ENERGIES

5.6.1 (T) TRIPLESCORRECTIONS

To approach chemicd acarragy in readion energies and related properties, it isnecessary
to acourt for eledron correlation eff eds that involve 3 eledrons smultaneoudly, as
represented by triple substitutions relative to the mean field single determinant reference,
which arisein MP4. The best standard methods for including triple substitutions are the
CCSD(T) [24] and QCISD(T) methods[19] The acaracy of these methods is well -
documented for many cases [25], and in genera isavery significant improvement
relative to the starting pant (either CCSD or QCISD). The st of these crredions
scdes with the 7" power of moleaule size (or the 4" power of the number of basis
functionsfor fixed moleaule size), dthough ncadditional disk resources are required
relative to the starting couded cluster cdculation. Q-Chem suppatsthe evaluation o
CCSD(T) and QCISD(T) energies, aswell asthe correspondng OD(T) corredionto the
optimized doubbes method dscussed in the previous subsedion. Gradients are not
currently avail able for any of these (T) corredions.

5.6.2 (2) TRIPLESAND QUADRUPLES CORRECTIONS

While the (T) corredions discussed above have been extraordinarily succesdul, thereis
noretheless $ill room for further improvementsin acarracy, for at least some important
classs of problems. They contain judiciously chosen terms from 4" and 5" order Moller-
Ples=t perturbation theory, aswell as higher order terms that result from the fad that the
converged cluster amplitudes are enployed to evaluate the 4" and 5" order terms. The
(T) corredion therefore depends uponthe bare reference orbitals and abital energies,
andin thisway its effediveness sill depends onthe quality of the reference determinant.
Sincewe ae orreding a ouped cluster solution rather than a single determinant, thisis
an asped of the (T) corredions that can be improved. Deficiencies of the (T) corredions
show up computationally in cases where there ae nea-degenerades between arbitals,
such as gretched bond, some transition states, open shell radicds, and bradicds.

Recantly, Steve Gwaltney working at Berkeley with Martin Head-Gordon hes suggested
anew classof nonterative crredion that off ers the prosped of improved acairagy in
problem cases of the typesidentified above [26]. Q-Chem contains Gwaltney’s
implementation d this new method, for energies only. The new corredionisatrue
seand ader corredionto a muped cluster starting pant, and is therefore denoted as
(2). Itisavalablefor 2 of the duster methods discussed above, as OD(2) and CCSD(2)
[26,27]. Only energies are available & present.

The basis of the (2) methodisto partition nd the regular Hamiltonian into perturbed and
unperturbed parts, but rather to partition a simil arity-transformed Hamiltonian, defined as

H =e"He . Inthetruncaed space(cdl it the p-spacg within which the duster
problem is slved (e.g. smglesand doulbes for CCSD), the cupded cluster wavefunctlon

isatrue dgenvalue of H . Therefore we take the z&o arder Hamiltonian, H© , to be the
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full If| in the p-space while in the spaceof excluded substitutions (the g-space we take
only the one-body art of H (which can be made diagordl). The fluctuation pdential

describing electron correlations in the g-spaceis H-A®, andthe (2) corredion then
follows from second ader perturbation theory.

The new partitioning d terms between the perturbed and ungerturbed Hamiltonians
inherent in the (2) corredion leadsto a corredion that shows bath simil arities and
differences relative to the existing (T) corredions. There ae two types of higher
correlations that enter at second ader: not only triple substitutions, but also quedruple
substitutions. The quadruples are treaed with a fadorization ansatz, that is exacd in 5"
order Moller-Plesst theory [28], to reducetheir computational cost from N° to N°. For
large basis ststhis can till be larger than the aost of the triples terms, which scde asthe
7" power of moleaule size, with afador twice & large athe usua (T) corredions.

These corredions are feasible for moleaules containing ketween four and ten first row
atoms, depending oncomputer resources, and the sizeof the basis st chasen. Thereis
ealy evidencethat the (2) corredions are superior to the (T) corredionsfor highly
correlated systems [26]. This srowsupinimproved paentia curves, particularly at long
range and may also extend to improved energetic and structural properties at equili brium
in problematicd cases. It will be some time before sufficient testing onthe new (2)
corredions has been dore to permit ageneral asessment of the performance of these
methods. However, they are dealy very promising, and for this reason they are
available in Q-Chem.
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5.6.3 JoB CONTROL OPTIONS

The evaluation of a noniterative (T) or (2) correction after a coupled cluster singles and
doubles level calculation (either CCSD, QCISD or OD) is controlled by the correlation
keyword, and the specification of any frozen orbitals viaN_FROZEN_CORE (and
possibly N FROZEN_VIRTUAL).

Thereisonly one additional job control option. For the (2) correction, it is possible to
apply the frozen core approximation in the reference coupled cluster calculation, and
then correlate all orbitalsin the (2) correction. Thisis controlled by
CC_INCL_CORE_CORR, described below.

The default is to include core and core-valence correlation automatically in the CCSD(2)
or OD(2) correction, if the reference CCSD or OD calculation was performed with
frozen core orbitals. The reason for this choice isthat core correlation is economical to
include via this method (the main cost increase is only linear in the number of core
orbitals), and such effects are important to account for in accurate calculations. This
option should be made false if ajob with explicitly frozen core orbitalsis desired. One
good reason for freezing core orbitalsin the correction isif the basis set is physically
inappropriate for describing core correlation (e.g. standard Pople basis sets, and Dunning
cc-pVxZ basis sets are designed to describe valence-only correlation effects). Another
good reason isif adirect comparison is desired against another method such as CCSD(T)
which is always used in the same orbital window as the CCSD reference.

CC_INCL_CORE_CORR

Whether to include the correlation contribution from frozen core orbitalsin

noniterative (2) corrections, such as OD(2) and CCSD(2).

VARIABLE:
LOGICAL

DEFAULT:
TRUE

OPTIONS:

RECOMMENDATION:
Use default unless no core-valence or core correlation is desired (e.g. for
comparison with other methods or because the basis used cannot describe
core correlation).
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5.6.4 EXAMPLES

$nol ecul e
02

0

h o 0.97907
$end

$rem

correl ation CCSD( T)
basi s cc- pVvVTZ
n_frozen_core fc

$end

@22

$nol ecul e
02

0

h o 0.97907
$end

$rem

correlation CCSD( 2)
basi s cc- pVvVTZ
n_frozen_core fc
cc_incl _core_corr fal se
$end

Example5.5 Two jobsthat compare the correlation energy calculated via the standard
CCSD(T) method with the new CCSD(2) approximation, both using the
frozen core approximation. Thisrequiresthat CC_INCL_CORE_CORR
must be specified as false in the CCSD(2) input.
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57 CoupPLED CLUSTER ACTIVE SPACE METHODS

5.7.1 |INTRODUCTION

Electron correlation effects can be qualitatively divided into two classes. Thefirst class
Is static or nondynamical correlation: long wavelength low-energy correlations associated
with other electron configurations that are nearly aslow in energy as the lowest energy
configuration. These correlation effects are important for problems such as homolytic
bond breaking, and are the hardest to describe because by definition the single
configuration Hartree-Fock description is not agood starting point. The second classis
dynamical correlation: short wavelength high-energy correlations associated with
atomic-like effects. Dynamical correlation is essential for quantitative accuracy, but a
reasonable description of static correlation is a prerequisite for a calculation being
qualitatively correct.

In the methods discussed in the previous several subsections, the objective was to
approximate the total correlation energy. However, in some cases, it is useful to instead
directly model the nondynamical and dynamical correlation energies separately. The
reasons for this are pragmatic: with approximate methods, such a separation can give a
better balanced treatment of electron correlation along bond-breaking coordinates, or
reaction coordinates that involve biradicaloid intermediates. The nondynamical
correlation energy is conveniently defined as the solution of the Schrodinger equation
within asmall basis set composed of valence bonding, antibonding and lone pair orbitals:
the so-called full valence active space. Solved exactly, thisisthe so-called full valence
complete active space SCF (CASSCF) [29], or equivalently, the fully optimized reaction
space (FORS) method [30].

Full valence CASSCF and FORS involve computational complexity which increases
exponentially with the number of atoms, and is thus unfeasible beyond systems of only a
few atoms, unless the active space is further restricted on a case-by-case basis. Q-Chem
includes two relatively economical methods that directly approximate these theories
using atruncated coupled cluster doubles wave function with optimized orbitals [31].
They are active space generalizations of the OD and QCCD methods discussed
previoudy in Sections 5.5.3 and 5.5.4, and are discussed in the following two
subsections. By contrast with the exponentia growth of computational cost with
problem size associated with exact solution of the full valence CASSCF problem, these
cluster approximations have only 6" order growth of computational cost with problem
size, while often providing useful accuracy.

The full valence space is awell-defined theoretical chemical model. For these active
space coupled cluster doubles methods, it consists of the union of valence levelsthat are
occupied in the single determinant reference, and those that are empty. The occupied
levels that are to be replaced can only be the occupied valence and lone pair orbitals,
whose number is defined by the sum of the valence electron counts for each atom (i.e. 1
for H, 2 for He, 1 for Li, etc.). At the sametime, the empty virtual orbitals to which the
double substitutions occur are restricted to be empty (usually antibonding) valence
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orbitals. Their number isthe diff erence between the number of valence domic orbitals,
and the number of occupied valenceorbitals given above. This definition (the full
valence space isthe default when either of the “valence” adive spacemethods are
invoked (VOD or VQCCD)

Thereisaso asemnd wseful definition d avalenceadive space which we shall cdl the
1:1 or perfed pairing adive space In this definition, the number of occupied valence
orbitals remains the same a above. The number of empty correlating abitalsin the
adive spaceis defined as being exadly the same number, so that ead occupied orbital
may be regarded as being associated 1:1 with a wrrelating virtual orbital. I1n the water
moleaule, for example, this means that the lone pair eledrons as well as the bond-orbitals
are orrelated. Generaly the 1:1 adive spaceremvers more crrelation for moleailes
dominated by elements on the right of the periodic table, while the full valence ative
spaceremvers more crrelation for moleaules dominated by atoms to the left of the
periodic table.

If youwish to spedfy either the 1:1 adive space & described abowve, or some other
choiceof adive spacebased on you particular chemicd problem, then youmust speafy
the numbers of adive occupied and virtual orbitals. Thisisdore viathe standard
“window options’, documented ealier in the chapter.

Finaly we note that the entire discusson d adive spaces here leals only to spedfic
numbers of adive occupied and virtual orbitals. The orbitalsthat are contained within
these spaces are optimized by minimizing the trial energy with resped to all the degrees
of freedom previoudly discussed: the substitution amplitudes, and the orbital rotation
angles mixing accupied and Mrtual levels. In addition, there ae new orbital degrees of
freedom to be optimized to oltain the best adive spaceof the dhosen size, in the sense of
yielding the lowest couded cluster energy. Thus rotation angles mixing adive and
Inadive occupied orbitals must be varied urtil the energy is dationary. Denating
Inadive orbitals by primes and adive orbitals withou primes this corresponds to
satisfying:

%Been (5.33)
96,

Likewise the rotation angles mixing adive and inadive virtual orbitals must also be
varied urtil the ouped cluster energy is minimized with resped to these degrees of
freedom.

aECCD —
b - 5.34
26" (5.34)
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5.7.2 VOD AND VOD(2) METHODS

The VOD methodisthe adive spaceversion d the OD method described ealier in Sec
5.5.3. Both energies and gadients are avail able for VOD, so structure optimizaionis
possble. There ae afew important comments to make a&ou the usefulnessof VOD.
First, it isamethodthat is cgpable of acarately treding problems that fundamentally
involve 2 adive dedronsin agiven locd region o the moleaule. It istherefore agood
dternative for describing single bondbre&king, or torsion arounda doulde bond or some
classes of diradicds. However it often performs poaly for problems where there is more
than ore bond keing kroken in alocd region, with the nonvariational solutions being
quite possble. For such problems the newer VQCCD methodis substantially more
reliable.

Asamingthat VOD isavalid zero order description for the dedronic structure, then a
second ader corredion, VOD(2), isavail able for energiesonly. VOD(2) isaversion d
OD(2) generdized to valence ative spaces. It permits more acarate cdculations of
relative energies by acourting for dynamica correlation.

57.3 VQCCD

The VQCCD methodisthe adive spaceversion d the QCCD method described ealier
in Sec 5.5.3. Both energies and gadients are avail able for VQCCD, so that structure
optimizaionispossble. VQCCD is applicable to a substantialy wider range of
problems than the VOD method because the modified energy functional is not
vulnerable to nomariational collapse. Testingto date suggeststhat it is cgpable of
describing doulbe bond ve&king to smilar acairacy as full valence CASSCF, and that
potential curvesfor triple bondbreging are quditatively corred, athough gantitatively
inerror by afew 10 s of kcd/mol. The computational cost scaes in the same manner
with system size athe VOD method albeit with asignificantly larger prefador.
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5.74 CONVERGENCE STRATEGIESAND MORE ADVANCED OPTIONS

These optimized arbital couded cluster adive spacemethods enable the use of the fulll
valence spacefor larger systems than is possble with conventional complete adive space
codes. However, we shoud nde d the outset that often there ae substantial chall enges
in converging valence ative space céculations (and even sometimes optimized orbital
couped cluster cdculations without an adive spacg. Active space céculations canna
be regarded as “routine” cdculations in the same way as SCF cdculations, and dten
require a onsiderable anournt of computational trial and error to persuade them to
converge. Thesedifficulties are largely because of strongcouging ketween the orbital
degrees of freedom and the anplitude degrees of freedom, aswell asthe fad that the
energy surfaceis often qute flat with resped to the orbital variations defining the adive
space

Being aware of this at the outset, and redi zing that the program has nothing against you
personaly is useful information for the uninitiated user of these methods. What the
program does have, to assst in the struggde to achieve a onverged solution, are
acaordingly many convergence options, fully documented in Appendix C. Inthis
sedion, we describe the basic options and the ideas behind wsing them as a starting pant.
Experienceplays a aiticd role, however, and so we encourage you to experiment with
toy jobs that give rapid feedbadk in order to become proficient at diagnasing problems.

If the default procedure fail sto converge, the first useful optionto employ is
CC_PRECONV_T2Z, with avaue of between 10and 5Q Thisisuseful for jobsin
which the MP2 amplitudes are very poa guesses for the conwverged cluster amplitudes,
and therefore initia iterations varying ony the anplitudes will be beneficial:

CC _PRECONV_ T2z
Whether to pre-converge the duster amplitudes before beginning orbital
optimization in optimized orbital cluster methods.

VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
10 If CC_RESTART, CC_RESTART _NO_SCF or
CC_MP2NO_GUESSare TRUE
OPTIONS:
0 No pre-convergence before orbital optimization.
n Up to niterations in this pre-convergence procedure.

RECOMMENDATION
Experiment with this option in cases of convergencefailure.
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Other options that are useful include those that permit some damping o step sizes, and
modify or disable the standard DIl S procedure. The main choices are afollows:

CC DIIS
Speafy the version of Pulay's Dired Inversion of the Iterative Subspace(DIIS)
convergence acckerator to be used in the coupled cluster code.

VARIABLE:

INTEGER

DEFAULT:
0
OPTIONS:

0 Activates procedure 2 initially, and procedure 1 when
gradients are smaler than DI1S12_ SMTCH.

1 Uses error vedors defined as differences between parameter
vedors from successve iterations. Most efficient nea
convergence

2 Error vedors are defined as gradients sded by square root
of the goproximate diagonal Hesgan. Most efficient far
from convergence

RECOMMENDATION
DII'S1 can be more stable. If DII S problems are encountered in the ealy
stages of a cdculation (when gradients are large) try DII S1.

CC_DIIS START

Iteration number when DII Sisturned on. Set to alarge number to disable DII S.

VARIABLE:
INTEGER

DEFAULT:
3

RECOMMENDATION
Occasiondly DII S can cause optimized orbital coupled cluster cadculations
to diverge through large orbital changes. If thisis sen, DII S should be
disabled.
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CC _DOV_THRESH

Specifies minimum allowed values for the coupled cluster energy denominators.
Smaller values are replaced by this constant during early iterations only, so the
final results are unaffected, but initial convergence is improved when the guessis
poor.
VARIABLE:

DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:

0.25
RECOMMENDATION:

Increase to 0.5 or 0.75 for nonconvergent coupled cluster calculations.

CC_THETA_STEPSIZE
Scale factor for the orbital rotation step size. The optimal rotation steps should be
approximately equal to the gradient vector.

VARIABLE:

DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:

1.0 If the initial step is smaller than 0.5, the program will

Increase step when gradients are smaller than the value of
THETA_GRAD_THRESH, up to alimit of 0.5.
RECOMMENDATION:
Try asmaller value in cases of poor convergence and very large orhital
gradients. For example, avalue of 01000 trandatesto 0.1

An even stronger more or less last resort option permitsiteration of the cluster
amplitudes without changing the orbitals:

CC_PRECONV_T2Z_EACH

Whether to pre-converge the cluster amplitudes before each change of the orbitals
in optimized orbital coupled cluster methods. The maximum number of iterations
in this pre-convergence procedure is given by the value of this parameter.
VARIABLE:

INTEGER
DEFAULT:

0 (FALSE)
OPTIONS:

0 No pre-convergence before orbital optimization.

n Up to niterations in this pre-convergence procedure.
RECOMMENDATION:

A very dow last resort option for jobs that do not converge.
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575 EXAMPLES

$nol ecul e
0 1

1 r
1 r

> 50

r=1.5
a=104.5
$end

$rem
correlation
exchange
basi s

$end

@ao

$nol ecul e
READ
$end

$rem
correlation
exchange
basi s

$end

VD
HF
6-31G

VQOCD
HF
6-31G
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Example5.5 Two jobsthat compare the crrelation energy of the water moleaule with
partidly stretched bond, caculated viathe two couded cluster adive
spacemethods, VOD, and VQCCD. These aerelatively “easy” jobsto
converge, and may be contrasted with the next example, which is not
eay to converge. The orbitals are restricted.
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$nol ecul e
0 1

1 r
1 r a

> 50

r=3.0
a=104.5
$end

$rem

correl ation
exchange

basi s

scf _convergence

t hresh
cc_preconv_t 2z
cc_preconv_t 2z _each
cc_dov_t hresh
cc_theta_stepsize
cc_diis_start
$end

@ao

$nol ecul e
READ
$end

$rem

correl ation
exchange

basi s

scf _convergence

t hresh
cc_preconv_t 2z
cc_preconv_t 2z _each
cc_dov_t hresh
cc_theta_stepsize
cc_diis_start
$end

VOD
HF
6-31G

12
50
50
7500
3200
75

VQOCD
HF
6-31G

12
50
50
7500
3200
75
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Example5.6 The water moleaule with highly stretched bond, cadculated via the two
coupded cluster adive space methods, VOD, and VQCCD. These ae
“difficult” jobs to converge. The convergence options snown permitted
the job to converge dter some experimentation (thanks due to Ed Byrd

for thig!).

The difficulty of conwerging this job shoud be mntrasted

with the previous example where the bonds were less sretched. In this
case, the VQCCD method yields far better results than VOD!
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CHAPTER 6 EXCITED STATE METHODS

6.1 GENERAL EXCITED STATE FEATURES

Asfor groundstate cdculations, performing an adequate excited state cdculation
involves making an appropriate dhoice of methodand besis st. The development of
effedive gproadiesto modeling eledronic excited states has historicdly lagged behind
advancesin treding the groundstate. In part thisis becaise of the much greder diversity
in the dharader of the wave functions for excited states, making it more difficult to
develop kroadly applicable methods withou moleaule-spedfic or even state-spedfic
spedficaion d the form of the wave function. Recently, however, a hierarchy of singe-
reference ab initio methods has begunto emerge for the treament of excited states.
Broadly spe&king, Q-Chem contains methods that are cgable of giving qualitative
agreament, and in many cases quantitative agreement with experiment for lower opticaly
alowed states. The Stuationisless stisfadory for states that involve bi-eledronic
excitations, althougheven here reasonable results can sometimes be obtained.

In excited state cdculations, asfor groundstate cdculations, the user must strike a
compromise between cost and acarragy. Thefirst threemain sedions of this chapter
summarize Q-Chem’ s cgpabiliti esin 3 general classes of excited state methodks:

* Singe-eedronwavefunction-based methods (Sedion 62). These ae ecited
state treaments of rougHy the same level of sophisticaion as the Hartree Fock
groundstate method, in the sense that eledron correlationis essentialy ignared.
Singe ecitation configuration interadion (CIS) is the workhorse method d this

type.

* Time-dependent density functional theory (TDDFT) (Sedion 63). TDDFT isthe
most useful extension d density functional theory to excited states that has been
developed so far. For a st that islittl e greder than the smple wavefunction
methods such as CIS, asignificantly more acarate methodresults.

*  Wavefunction-based eledron correlation tregments (Sedion 64) RougHy
speing, these ae excited state analogs of the groundstate wavefunction-based
eledron correlation methods discussed in Chapter 5. They are more acairate than
the methods of Sedion 62, but aso dramaticdly more computationally
expensive.

In general, abasis st appropriate for a groundstate density functional theory or Hartree
Fock cdculations will be gpropriate for describing valance eccited states. However,
many excited states invalve significant contributions from very diff use Rydberg orbitals,
and, therefore, it is often advisable to use basis ststhat include alditional diffuse
functions. The 6-31+G* basis st isareasonable mmpromise for the low-lying valence
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excited states of many organic molecules, but to describe true Rydberg excited states,
Q-Chem allows the user to add second and higher sets of diffuse functions (see Chapter
7), asin basis sets of the 6-311(2+)G* type, that are generally adequate for description of
both valence and Rydberg excited states.

Q-Chem supports three main types of excited state calculation:

» Vertical absorption spectrum
Thisisthe calculation of the excited states of the molecule at the ground state
geometry, as appropriate for absorption spectroscopy. The methods supported for
performing a vertical absorption calculation are: CIS, RPA, XCIS and CIS(D), each
of which will be discussed in turn. In addition, it is possible to visualise the excited
states either by attachment-detachment density analysis or by plotting the transition
density (see $plots descriptionsin chapters 3 and 10). The visual analysis options are
available only for the CIS method, and the theoretical basis of this method is
discussed in Section 6.4 of this chapter.

» Excited state optimization
Optimization of the geometry of stationary points on excited state potential energy
surfaces is valuable for understanding the geometric relaxation that occurs between
the ground and excited state. Excited state optimization is currently available for
UCIS and RCIS only.

» Excited statevibrational analysis
Given an optimised excited state geometry, Q-Chem can calcul ate the force constants
at the stationary point to predict excited state vibrational frequencies. Stationary
points can also be characterized as minima, transition structures or n"-order saddle
points. Excited state vibrational analyses can only be performed using the UCIS and
RCIS methods, for which efficient analytical second derivatives are available.

6.2 NON-CORRELATED WAVEFUNCTION METHODS

Q-Chem includes severa excited state methods which do not incorporate correlation:
CIS, XCIS and RPA. These methods are sufficiently inexpensive that calculations on
large molecules are possible, and are roughly comparable to the HF treatment of the
ground state in terms of performance. They tend to yield qualitative rather than
quantitative insight. Excitation energies tend to exhibit errors on the order of an electron
volt, consistent with the neglect of electron correlation effects, which are generally
different in the ground state and the excited state.

6.2.1 SINGLE EXCITATION CONFIGURATION INTERACTION (CIS)

The derivation of the Cl-singles[1,2] energy and wave function begins by selecting the
HF single determinantal wave function as reference for the ground state of the system



Chapter 6: Excited State Methods 137

1
W =ﬁdet{xlx 2 XX 1 Xn) (6.2)
where n isthe number of electrons, and the spin orbitals
N
XI = Z Cyi<0/,1 (62)
]

are expanded in afinite basis of N atomic orbital basis functions. Molecular orbital
coefficients{c,} are usually found by SCF procedures which solve the Hartree-Fock
eguations

FC=¢SC (6.3)

where Sisthe overlap matrix, C isthe matrix of molecular orbital coefficients, € isa
diagonal matrix of orbital eigenvalues and F is the Fock matrix with elements

- H + Z Z ui UI IJA ”UG (64)

involving the core Hamiltonian and the antisymmetrized two-electron integrals
(uvllro)= [Je.(r)a () (V)@ (e, () -6, (e, (r)]dr, dr, — (6.5)

On solving (6.3), the total energy of the ground state single determinant can be expressed
as

By =3 PIH,L +5 Y RURY (1 100) V. (66
] HuAo

where P isthe HF density matrix and V__isthe nuclear repulsion energy.

Equation (6.1) represents only one of many possible determinants made from orbitals of
the system; there are in fact n(N - n) possible singly substituted determinants constructed
by replacing an orbital occupied in the ground state (i, J, k,...) with an orbital unoccupied
in the ground state (a, b, ¢, ...). Such wave functions and energies can be written

a_ 1
Y, _ﬁdet{)ﬁ)(z"')(a)(j’“xn} St

E.=Ey +&,-¢ —(iallia) (6.8)

where we have introduced the antisymmetrized two-electron integralsin the molecular
orbital basis
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(pq ” rS) = Z Cprqu/\rCas (HA ||U0) (69)
HOXC

These singly excited wave functions and energies could be considered crude
approximations to the excited states of the system. However, determinants of the form
(6.7) are deficient in that they:

(1) do nd yield pue spin states
(2) resemble more dosely ionization rather than excitation
(3) are nat appropriate for excitation into degenerate states

These deficiencies can be partially overcome by representing the exited state
wavefunction as alinea combination d all passble singly excited determinants

LIJCIS = Z alal'IJIa (610)

where the oefficients{a_} can be obtained by dagorelizing the many-eledron
Hamiltonian, A, in the spaceof al single substitutions, where the matrix elements are

Aaib :<qua H |th;>

(6.11)
= %Hp tE, ~€; ij5ab _(ja||ib)
By Brill ouin’ s theorem single substitutions do nd interad diredly with areference HF
determinant, so the resulting eigenvedors from the CIS excited state represent a
treament rougHy comparable to that of the HF groundstate. The excitation energy is
samply the diff erence between HF groundstate energy and CIS excited state energies,
and the egenvedors of A correspondto the anplitudes of the single-eledron romotions.

CIS cdculations can be performed in Q-Chem using restricted (RCIS) [1,2], unrestricted
(UCIS), or redtricted open shell (ROCIS) [3] spin orbitals.

6.2.2 RANDOM PHASE APPROXIMATION (RPA)

The Randam Phase Approximation (RPA) [4,5] is an alternative to CIS for uncorrelated
cdculations of excited states. It offers sme advantages for computing oscill ator
strengths, and is rougHy comparable in acaracy to CIS for excitation energies to singlet
states, but isinferior for triplet states. RPA energies are nonvariational .

6.2.3 EXTENDED CIS (XCIS)

The motivation for the extended CIS procedure (XCIS) [6] stems from the fad that
ROCIS and UCIS are lesseffedive for radicds that CISisfor closed shell moleaules.
Using the dtacdhment-detachment density analysis procedure [ 7], the falling d ROCIS
and UCIS methoddogies for the nitromethyl radicd was traced to the negled of a
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particular class of double substitution which involves the simultaneous promotion of an a
spin electron from the singly occupied orbital and the promotion of a 3 spin electron into
the singly occupied orbital. In particular, the spin adapted configurations

|¢f(1)>:i(tpi§ —qu)+£¢?} (6.12)

J6 J6

(wherea, b, c ... arevirtua orbitals, i, j, k... are occupied orbitalsand, p, g, r ... are
singly occupied orbitals) are of crucial importance and , it is quite likely that smilar
excitations are also very significant in other radicals of interest.

The XCIS proposal, a more satisfactory generalization of CIS to open shell molecules, is
to simultaneoudly include a restricted class of double substitutions similar to those in
(6.12). To illustrate this, consider the resulting orbital spaces of an ROHF calculation:
doubly occupied (d), singly occupied (s) and virtua (v). From this starting point we can
distinguish three types of single excitations of the same multiplicity as the ground state: d
- S5 S vandd - v. Thus, the spin adapted ROCIS wave function is

ROCIS

v sv ds
- By (v SavieYaw 1)

1a

I\)H

The extension of CIS theory to incorporate higher excitations maintains the ROHF as the
ground state reference and adds terms to the ROCIS wave function similar to that of
eguation (6.13), as well as those where the double excitation occurs through different
orbitalsin the a and 3 space

1Y sv ds
Viosh= 5 Y o (WIHWI) e Wi+ 5 alwr s

N (6.14)
Y & (PP (p+ Z aywi

1ap ia, p2q

XCISisdefined only from arestricted open shell Hartree-Fock ground state reference, as
it would be difficult to uniquely define singly occupied orbitalsin a UHF wave function.
In addition, 3 unoccupied orbitals, through which the spin-flip double excitation
proceeds, may not match the half-occupied a orbitalsin either character or even
symmetry.

For molecules with closed shell ground states, both the HF ground and CIS excited states
emerge from diagonalization of the Hamiltonian in the space of the HF reference and
singly excited substituted configuration state functions. The XCIS case is different
because the restricted class of double excitations included could mix with the ground
state and lower its energy. This mixing is avoided to maintain the size consistency of the
ground state energy.
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With the inclusion of the restricted set of doubles excitations in the excited states, but not
in the ground state, it could be expected that some fraction of the correlation energy be
recovered, resulting in anomalously low excited state energies. However, the fraction of
the total number of doubles excitations included in the XCIS wave function is very small
and those introduced cannot account for the pair correlation of any pair of electrons.
Thus, the XCI'S procedure can be considered one that neglects electron correlation.

The computational cost of XCIS is approximately four times greater than CIS and
ROCIS, and its accuracy for open shell moleculesis generally comparable to that of the
CIS method for closed shell molecules. In general, it achieves qualitative agreement with
experiment. XCISisavailable for doublet and quartet excited states beginning from a
doublet ROHF treatment of the ground state, for excitation energies only.

6.2.4 BAsic JoB CONTROL OPTIONS

See also JOBTYPE, BAS S EXCHANGE and CORRELATION. EXCHANGE must be HF
and CORRELATION must be NONE. The minimum input required above a ground state
HF calculation isto specify anonzero vaue for CIS N_ROOTS

CIS N_ROOTS
Sets the number of CI-Singles (CIS) excited state roots to find
VARIABLE:
INTEGER
DEFAULT:
0 Do not look for any excited states
OPTIONS:
n>0 Looksfor n CIS excited states

CIS SINGLETS
Solve for singlet excited states in RCIS calculations (ignored for UCIS)
VARIABLE:
LOGICAL
DEFAULT:
True Solve for singlet states
OPTIONS:
True Solve for singlet states
False Do not solve for singlet states
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CIS_TRIPLETS

RPA

XCIS

Solvefor triplet excited states in RCIS calculations (ignored for UCIS)
VARIABLE:

LOGICAL
DEFAULT:

True Solvefor triplet states
OPTIONS:

True Solvefor triplet states

False Do not solve for triplet states

Do an RPA calculation in addition to a CI S calculation
VARIABLE:
LOGICAL
DEFAULT:
Fase Do not do an RPA caculation
OPTIONS:
Fase Do not do an RPA caculation
True Do an RPA calculation

Do an XCIS calculation in addition to a CIS calculation
VARIABLE:
LOGICAL
DEFAULT:
False Do not do an XCIS calculation
OPTIONS:
False Do not do an XCIS calculation
True Do an XCIS calculation (requires ROHF ground state)
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6.2.5 CUSTOMIZATION

N_FROZEN_CORE

Controls the number of frozen core orbitals

VARIABLE:
INTEGER
DEFAULT:
0 No frozen core orbitals
OPTIONS:
FC Frozen core approximation
n Freeze n core orbitals

RECOMMENDATIONS:
There is no computational advantage to using frozen core for CIS, and
analytical derivatives are only available when no orbitals are frozen. Itis
helpful when calculating CIS(D) corrections (see Sec. 6.4).

N_FROZEN_VIRTUAL

Controls the number of frozen virtual orbitals.

VARIABLE:

INTEGER
DEFAULT:

0 No frozen virtua orbitals
OPTIONS:

n Freeze n virtual orbitals

RECOMMENDATIONS:
There is no computational advantage to using frozen virtuasfor CIS, and
analytical derivatives are only available when no orbitals are frozen.

MAX_CIS CYCLES

Maximum number of CIS iterative cycles allowed
VARIABLE:
INTEGER
DEFAULT:
30
OPTIONS:
User-defined
RECOMMENDATIONS:
Default is usually sufficient



Chapter 6: Excited State Methods 143

CIS_ CONVERGENCE
ClISisconsidered converged when error islessthan 10
VARIABLE:
INTEGER
DEFAULT:
6 CIS convergence threshold 10°
OPTIONS:
User-defined

CIS_CONVERGENCE

CIS RELAXED DENSITY
Use the relaxed CIS density for attachment/detachment density analysis
VARIABLE:
LOGICAL
DEFAULT:
False Do not use the relaxed CIS dengity in analysis
OPTIONS:
False Do not use the relaxed CIS dengity in analysis
True Use the relaxed CIS dengity in analysis

CIS GUESS DISK

Read the CIS guess from disk (previous cal cul ation)
VARIABLE:

LOGICAL
DEFAULT:

False Create anew guess
OPTIONS:

False Create anew guess

True Read the guess from disk
RECOMMENDATIONS:

Requires a guess from previous calculation

CIS_GUESS DISK_TYPE
Determines the type of guesses to be read from disk
VARIABLE:
INTEGER
DEFAULT:
Nil
OPTIONS:
0 Read triplets only
1 Read triplets and singlets
2 Read singlets only
RECOMMENDATIONS:
Must be specified if CIS GUESS DISK is TRUE
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6.2.6 CISANALYTICAL DERIVATIVES

While CIS excitation energies are relatively inacarate, with errors of the order of 1leV,
CIS excited state properties, such as dructures and frequencies, are much more useful.
Thisisvery similar to the manner in which groundstate Hartree Fock (HF) structures
and frequencies are much more acairate than HF relative energies. Generally spe&ing,
for low-lying excited states, it is expeded that CIS vibrational frequencies will be
systematicdly 10% higher or so relative to experiment [8,9,10]. If the excited states are
of pure valence darader, then basis st requirements are generally similar to the ground
state. Excited states with pertial Rydberg charader require the aldition o one or
preferably two sets of diff use functions.

Q-Chem includes efficient analyticd first and second derivatives of the CIS energy
[11,12], to yield analyticd gradients, excited state vibrational frequencies, force
constants, polarizabiliti es, and infrared intensities. Their evaluationis controlled by two
REM’s, listed below. Analyticd gradients can be evaluated for any job where the CIS
excitation energy cdculationitself isfeasible.

JOBTYPE
Spedfiesthe type of cdculation
VARIABLE:
STRING
DEFAULT:
SP Single paint energy
OPTIONS:
SP Single paint energy
FORCE Analyticd Force céculation
OPT Geometry Minimizaion
TS Trangition Structure Search
FREQ Frequency Calculation
RECOMMENDATION:
Defaults to single point

CIS STATE_DERIV
Sets CIS state for excited state optimizations and vibrational analysis
VARIABLE:
INTEGER
DEFAULT:
0 Doesnat seled any of the excited states
OPTIONS:
n Seled the n" state

The semi-dired method[11] used to evaluate the frequenciesis generaly similar to the
semi-dired method sed to evaluate Hartree Fock frequencies for the groundstate.
Memory and dsk requirements (seebelow) are similar, and the mmputer time scdes
approximately as the aube of the system sizefor large moleaules.
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The main complication associated with running analyticd CIS seaond cerivativesis
ensuring Q-Chem has aufficient memory to perform the cdculations. For most purposes,
the defaults will be adequate, but if alarge cdculation fail s due to a memory error, then
the foll owing additional information may be useful in fine tuning the inpu, and
understanding why the job fail ed. Note that the analyticd CIS second cerivative mde
does nat currently suppat frozen core or virtua orbitals (unlike Q-Chem’s MP2 code).
Unlike MP2 cdculations, applying frozen core/virtual orbital approximations does not
lead to large computational savingsin CIS cdculations as al computationally expensive
steps are performed in the @omic basis.

The memory requirements for CIS (and HF) analyticd frequencies are primarily
extraded from “C” memory, which is defined as

“C” memory = MEMORY_TOTAL - MEMORY (6.15)

“C” memory must be large enoughto contain anumber of arrayswhose sizeis
3*NAtoms* NBasis* NBasis (NAtoms is the number of atoms and NBasis refersto the
number of basis functions). The value of the $rem variable MEMORY shoud be set
sufficiently large to permit efficient integral evaluation. If too large, it reduces the
amourt of “C” memory avail able. If too small, the job may fail due to insufficient scratch
gpace For most purposes, avaue of abou SMW is sufficient and by default

MEMORY _TOTAL is st to avery large number (large than physicad memory on most
computers) and thus malloc (memory all ocaion) errors may occur on jobs where the
memory demands exceels physicd memory.
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6.2.7 EXAMPLES

$molecule
01

O>»00 IIOO
TO
i

©%
D
=
I

$rem
jobtype
exchange
basis
$end

Q@@
$molecule
READ

$end

$rem
exchange
basis
cis_n_roots
cis_singlets
cis_triplets
$end

Example 6.1

= opt

1
(22|
T
T

HF

1l
1ol

15
= true
= false
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- 31G*

- 311(2+)G*
Do 15 states
Do do singlets
Don't do Triplets

A basic CIS excitation energy calculation on formaldehyde at the HF/6-
31G* optimized ground state geometry, which is obtained in the first part
of the job. Above the first singlet excited state, the states have Rydberg
character, and therefore a basis with two sets of diffuse functionsis used.
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$coment

C6H5 phenyl radical C2v symretry nmp2(full)/6-31g* = -
230. 7777459
$end

$nol ecul e
02
cl
x1 cl 1.0
c2 clrc2 x1 90.0
X2 c2 1.0 c1 90.0 x1 0.0
c3 cl rc3 x1 90.0 c2 tc3
c4 cl rc3 x1 90.0 c2 -tc3
c5 c3 rc5 cl ac5 x1 -90.0
c6 c4 rc5 cl1 ac5 x1 90.0
hl c2 rhl x2 90.0 c1 180.0
h2 ¢3 rh2 ¢l ah2 x1 90.0
h3 c4 rh2 ¢l1 ah2 x1 -90.0
h4d ¢c5 rh4 ¢3 ah4 cl1 180.0
h5 ¢c6 rh4 c4 ah4 cl1 180.0
rc2=2. 67298593
rc3=1. 35449831
t c3=62. 85150452
rc5=1. 37290399
acb5=116. 45436983
rhl=1. 08573521
rh2=1. 08534214
ah2=122. 157328
rh4=1. 08721616
ah4=119. 52349629

$end

$rem
basi s = 6-31+¢&
exchange = hf
menory = 5000000
I nt sbuffersize = 15000000
scf _convergence = 8
cis_n_roots = 5
XCi s = true

$end

Example6.2 An XCIS caculation of excited states of an unsaturated radical, the
phenyl radical, for which double substitutions make considerable
contributions to low-lying excited states.
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$comment

singlet n -- > pi* state optimization and frequencies for
formaldehyde

$end

$molecule
01
C
0,1,CO
H,1,CH,2, A
H,1,CH,2,A,3,D

CO=12

CH=10

A =120.0

D =150.0
$end

$rem
jobtype = opt
exchange = HF
basis =6 - 31+G*
cis_state deriv = 1 Optimize state 1
cis_n_roots 3 Do 3 states
cis_singlets true Do do singlets
cis_triplets = false Don't do Triplets

$end

Q@@
$molecule
READ

$end

$rem
jobtype = freq
exchange = HF
basis =6 - 31+G*
cis_state _deriv = 1 Focus on state 1
cis_n_roots 3 Do 3 states
cis_singlets true Do do singlets
cis_triplets = false Don't do Triplets
$end

Example 6.3 This example illustrates a CIS geometry optimization followed by a
vibrational frequency analysis on the lowest singlet excited state of
formaldehyde. This n - 1 excited state is non-planar, unlike the
ground state. The optimization converges to a nonplanar structure with
zero forces, and all frequenciesreal.
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6.3 TIME-DEPENDENT DENSITY FUNCTIONAL THEORY (TDDFT)

6.3.1 A BRIEFINTRODUCTIONTO TDDFT

Excited states may be obtained from density functional theory by time-dependent density
functional theory [13,14], which calculates poles in the response of the ground state
density to atime-varying applied electric field. These poles are Bohr frequencies or
excitation energies, and are available in Q-Chem [15], together with the CIS-like Tamm-
Dancoff approximation [16]. TDDFT is becoming very popular as a method for studying
excited states because the computational cost is roughly smilar to the smple CIS method
(scaling as roughly the square of molecular size), but a description of differential electron
correlation effectsisimplicit in the method. The excitation energies for low-lying
valence excited states of molecules (below the ionization threshold, or more
conservatively, below the first Rydberg threshold) are often remarkably improved
relative to CIS, with an accuracy of roughly 0.3 eV being observed with either gradient
corrected or local density functionals.

However, standard density functionals do not yield a potentia with the correct long-
range Coulomb tail (due to the so-called self-interaction problem), and therefore excited
states which sample thistail (for example diffuse Rydberg states, and some charge
transfer excited states) are not given accurately [17,18]. Henceit is advisable to only
employ TDDFT for low-lying valence excited states that are below the first ionization
potential of the molecule. This makesradical cations a particularly favorable choice of
system, as exploited in ref. [19]. TDDFT for low-lying valence excited states of radicals
Isin genera aremarkable improvement relative to CIS, including some states, that, when
treated by wave function-based methods can involve a significant fraction of double
excitation character [15].

6.3.2 JoB CONTROL FOR TDDFT

Input for time-dependent density functional theory calculations follows very closely the
input already described for the uncorrelated excited state methods described in the
previous section (in particular, see Section 6.2.4). There are two pointsto be aware of:

» The exchange and correlation functionals are specified exactly asfor a ground state
DFT caculation, through EXCHANGE and CORRELATION.

* If RPA issettotrue, afull TDDFT calculation will be performed. Thisis not the
default. The default isto RPA = false, which leads to a calculation employing the
Tamm-Dancoff approximation (TDA), which isusually agood approximation to full
TDDFT.

TDDFT and TDDFT/TDA are both available only for excitation energies at present.
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6.3.3 EXAMPLES

$coment
nmet hyl peroxy radi cal
TDDFT/ TDA and full TDDFT with 6-31+G

$end
$nol ecul e
02
C 1.004123 - 0. 180454 0. 000000
O - 0. 246002 0.596152 0. 000000
O -1.312366 - 0. 230256 0. 000000
H 1.810765 0.567203 0. 000000
H 1.036648 - 0. 805445 -0.904798
H 1.036648 - 0. 805445 0.904798
$end
$rem
exchange B
correlation LYP
cis_n_roots 5
basi s 6- 31+G*
scf _convergence 7
$end
@@
$nol ecul e
READ
$end
$rem
exchange B
correlation LYP
cis_n_roots 5
rpa true
basi s 6- 31+G*
scf _convergence 7
$end

Example6.4 This example shows 2 jobs which request variants of time-dependent
density functional theory calculations. The first job, using the default
vaue of RPA = fase, peforms TDDFT in the Tamm-Dancoff
approximation (TDA). The second job, with RPA = true performs a both
TDA and full TDDFT calculations.
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6.4 EXCITED STATE CORRELATED METHODS

6.4.1 CIS(D)

CIS(D) [20,21] isasimple size-consistent doules corredionto CISwhich hasa
computational cost which scdes as the fifth power of the basis st for ead excited state.
In this ense, CIS(D) and can be considered an excited state analog d the groundstate
MP2 method CIS(D) yields useful improvementsin the aceiracy of excitation energies
relativeto CIS, and yet can still be gplied to relatively large moleaules usng Q-Chem'’s
efficient integrals transformation package.

The CIS(D) excited state procedure is a seacond-order perturbative goproximation to the
computationally expensive CCSD, based onasingle excitation configuration interadion
(CIS) reference The mupded cluster wavefunction, truncated at single and doulbe
excitations, isthe exporential of the single and doulbe substitution operators ading on
the Hartree Fock determinant

|w>:exp(T1+T2)|qu> (6.16)
Determining the singles and doulbes amplitudes requires lving the two equations

v

H—E|(L+T,+T, +T7+TT, +4T2) W, ) =0 (6.17)
(WP [H-E|(1+ T+ T, + 42 + T, + 3T +4T +4T7T, +4T4) W, ) =0 (6.18)
which lea to the CCSD excited state equations, which can be written

(v

H=E|(U, +U, +TU 4 TU, +UT, +4TU, )W) =a® - (6.19)

v

H—E|(U, +U, +TU, +TU, +UT, +4TU, +TU, 620
6.20
+%T12U2 +T, LU, + %T13U1| qu> = wh]ab

Thisisan eigenvalue equation Ab = ab for the transition amplitudes (b vedors), which
are dso contained in the U operators.

The second-order approximation to the CCSD eigenvalue equation Vields a second-order
contribution to the excitation energy which can be written in the form

w? = b ADRD 4 HO' A PK© (6.21)

or in the dternative form
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w® z:zz: e (6.22)
where
ECS® = (WO v U, W)+ (WO v I T,U,WHF ) (6.23)
and
EMP? = (W v |T,wH) (6.24)

The output of a CIS(D) cdculation contains useful information keyondthe CIS(D)
correded excitation energies themselves. The stability of the CIS(D) energiesis tested
by evaluating a diagnastic, termed the “thetadiagnostic” [22]. The theta diagnastic
cdculates amixing angle that measures the extent to which eledron correlation causes
ead pair of cdculated CIS statesto coude. Clealy the most extreme cae would be a
mixing angle of 45°, which would indicae bre&kdown of the validity of theinitial CIS
states and any subsequent corredions. On the other hand small mixing angles onthe
order of only adegreeor so are an indicaion that the cdculated results arereliable. The
code reports the largest mixing angle for ead state to al others that have been cdculated.

6.4.2 CIS(D) JoB CONTROL

The dgorithms used to evaluate the CIS(D) energy have much in commonwith Q-
Chem’'s midired MP2 methods, discussed ealier in Sedion 53. As such, there ae
again 3 non@faulted options that the user shoud understand in order to run CIS(D)
cdculations.

(1) MEMORY: The value spedfied for this REM variable must be sufficient to
permit efficient integral evaluation (2-10MW) andto hdd alarge temporary array
whose sizeis 20VN, the product of the number of occupied, virtual and total
numbers of orbitals.

(2) CD_DIX: Thevalue spedfied for this REM variable shoud be &large &
possble (i.e. perhaps 80% of the freespaceon you $QCSCRATCH partition
where temporary jobfiles are held). The value of thisvariable will determine
how many times the two-eledron integrals in the gomic orbital basis must be re-
evaluated, which isamajor computational step in CIS(D) cdculations.

(3) N_FROZEN_CORE: The computational requirements for CIS(D) are
propational to the number of occupied arbitals for some steps, and the square of
that number for other steps. Therefore the CPU time can be significantly reduced
if your job employs the frozen core gproximation. Additionally the memory and
disk requirements are reduced when the frozen core gproximationis employed.
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CORRELATION
OPTION:
CIS(D) CIS(D) excited states

CIS N_ROOTS
Sets the number of CI-Singles (CIS) excited state roots to find.
VARIABLE:
INTEGER
DEFAULT:
0 Do not look for any excited states
OPTIONS:
n>0 Look for n CIS excited states

MEMORY

Sets the memory for individual program modules

VARIABLE:
INTEGER

DEFAULT:
2,000,000 (2 MW)

OPTIONS:
User-defined number of words. For direct and semidirect MP2
calculations, this must exceed OVN + requirements for AO integral
evauation (2-10 MW), as discussed above.

MEMORY_TOTAL
Sets the total memory available to Q-Chem
VARIABLE:
INTEGER
DEFAULT:
Unlimited (1,000 MW)
OPTIONS:
User-defined number of words
RECOMMENDATION:
Use default, or set to the physical memory of your machine.

CD_MAX DISK
Sets the amount of disk space (in words) available for MP2 calculations
VARIABLE:
INTEGER
DEFAULT:
60,000,000 (60 MW)
OPTIONS:
User-defined: should be set aslarge as possible, discussed in Sec. 5.3.1
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CD_ALGORITHM
Determines the algorithm for MP2 integral transformations
VARIABLE:
STRING
DEFAULT:
Program determined
OPTIONS:
DIRECT Uses fully direct algorithm (energies only)
SEMI_DIRECT Uses disk-based semi-direct algorithm
RECOMMENDATION:
Semidirect is usualy most efficient, and will normally be chosen by
default.

N_FROZEN_CORE
Sets the number of frozen core orbitals in a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
FC  Frozen Core approximation (all core orbitals frozen)
n Freeze n core orbitals

N_FROZEN_VIRTUAL
Sets the number of frozen virtual orbitals in a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
n Freeze n virtua orbitals

6.4.3 CoUPLED CLUSTER EXCITED STATE METHODS

It is possible to obtain a description of electronic excited states at alevel of theory smilar
to that associated with coupled cluster theory for the ground state, by applying either
linear response theory [23] or equations of motion methods [24]. A number of groups
have demonstrated that excitation energies based on a coupled cluster singles and doubles
ground state are generally very accurate for states that are primarily single electron
promotions. The error observed in calculated excitation energies to such statesis
approximately 0.3 eV, including both valence and Rydberg excited states. This of course
assumes that a basis set large and flexible enough to describe valence and Rydberg states
iIsemployed. The accuracy of excited state coupled cluster methods is much lower for
excited states that involve a substantial component of double excitation character, where
errorsmay be 1 eV or even more. Such errors arise because the description of electron
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correlation is better in the ground state than for an excited state with substantial double
excitation character.

Q-Chem includes coupled cluster methods for excited states based on the optimized
orbital coupled cluster doubles (OD) method, described earlier. OD excitation energies
are essentialy identical in numerical performance to CCSD excited states, as has been
recently demonstrated [25]. This method, while far more computationally expensive than
TDDFT, is nevertheless useful as a proven high accuracy method for the study of excited
states of small molecules. Also, when studying a series of related moleculesit can be
very useful to compare the performance of TDDFT and coupled cluster theory for at |east
asmall example to understand its performance. Along similar lines, the CIS(D) method
described earlier as an economical correlation energy correction to CIS excitation
energiesisin fact an approximation to coupled cluster excitation energies. It isuseful to
assess the performance of CIS(D) for aclass of problems by benchmarking against the
full coupled cluster treatment. Finally, Q-Chem also includes excited states by the
equation of motion version of the valence optimized doubles (VOD) method (see Section
5.7 of the previous chapter), whose validity and useisfully discussed in ref. [25].

6.4.4 CouUPLED CLUSTER EXCITED STATE JOB CONTROL

There are quite arich range of input control options for coupled cluster excited state
calculations. The minimal requirement is the input for the ground state OD or VOD
calculation (see Chapter 5), plus specification of the number of excited states requested,
through CC_NLOWSPIN and CC_NHIGHSPIN. The full range of input options that are
directly relevant to coupled cluster excited states follows:

CC_DCONVERGENCE
Convergence criterion for the RM S residuals of excited state vectors [10**(-n)].
VARIABLE:
INTEGER
DEFAULT:
5
OPTIONS:
n 10**(-n) convergence criterion
RECOMMENDATIONS:
Should be consistent with CC_DTHRESHOLD.
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CC_DO_DISCONECTED
Are disconnected terms included in the excited state coupled cluster equations?
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE
RECOMMENDATIONS:
Inclusion of disconnected terms has very small effects and is not necessary.

CC_DTHRESHOLD
Specifies threshold for including a new expansion vector in the iterative Davidson
diagonalization. Their norm must be above this threshold.
VARIABLE:
DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:
0.00001
RECOMMENDATIONS:
Should be consistent with CC_DCONVERGENCE.

CC DMAXITER
Maximum number of iteration allowed for Davidson diagonalization procedure.
VARIABLE:
INTEGER
DEFAULT:
30

CC_HOW_DO_DOUBLES
Distinguishes different implementations of active space coupled cluster excited
state (VOD) calculations.
VARIABLE:
INTEGER
DEFAULT:
2
OPTIONS:

0 Double excitations for excited states are defined in the
whole orbital space. This model is unbalanced and should be
used for testing purposes only.

1 Double excitations for the excited states are restricted to an
active (valence) orbital space. This approximates linear
response CASCCF, with no orbital relaxation.

2 Approximate treatment of orbital relaxation by including al
internal and semi-internal excited state double excitations.
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CC_NGUESS DOUBLES
Specifies number of excited state guess vectors which are double excitations.
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
n Include n guess vectorsthat are double excitations
RECOMMENDATIONS:
This should be set to the expected number of doubly excited states (see
aso CC_PRECONV_DOUBLES), otherwise they may not be found.

CC_NGUESS SINGLES
Specifies number of excited state guess vectors that are single excitations.
VARIABLE:
INTEGER
DEFAULT:
Equal to the number of excited states requested
OPTIONS:
n Include n guess vectorsthat are single excitations
RECOMMENDATIONS:
Should be greater or equal than the number of excited states requested.

CC_NHIGHSPIN

Sets the number of coupled cluster high-spin excited state roots to find. Works
only for singlet ground state and triplet excited states. The program will increase
this number if it suspects degeneracy, or change it to asmaller value, if it cannot
generate enough guess vectors to start the calculations
VARIABLE:

INTEGER
DEFAULT:

0 Do not look for any coupled cluster excited states
OPTIONS:

n>0 Find n CC excited states (after an OD ground state job)
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CC_NLOWSPIN

Sets the number of couded cluster excited state roats to find with the same
multi plicity asthe groundstate. For a spin-unrestricted groundstate, (e.g., douldet
radicas), thisisthe total number of states of all multiplicities. The program will
increase this number if it suspeds degeneragy, or changeit to asmaller value, if it
canna generate enough gessvedorsto start the cdculations.
VARIABLE:

INTEGER
DEFAULT:

0 Do na look for any couded cluster excited states
OPTIONS:

n>0 Find n CC excited states (after an OD groundstate job)

CC_NVEC _PER_ROOT
Spedfies maximum number of vedors per root in Davidson' diagonali zation.
VARIABLE:
INTEGER
DEFAULT:
6
OPTIONS:
n Up to n vedors per root before the subspaceis reset
RECOMMENDATIONS:
Larger valuesincrease storage but speed convergence

CC_PRECONV_DOUBLES
When TRUE, doubly-excited vedors are converged prior to afull excited states
cdculation.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE
RECOMMENDATIONS:
Occasiondly necessary to ensure adoubly excited state is found.

CC_PRECONV_SINGLES
When TRUE, singly-excited vedors are cnverged prior to afull excited states
cdculation.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE
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6.4.5 EXAMPLES
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ClS(D) excitation energies for formal dehyde

$coment

$end

$nol ecul e
01
C . 000000
O . 000000
H . 924162
H -.924162

$end

$rem
correlation
exchange
basi s
cis_n_roots
menory
cd_di sk

$end

. 000000
. 000000
. 000000
. 000000

Cl S(D)
HF
6-311(2+) G
5

12500000
250000000

. 519517
-. 664800
1.100647
1.100647

5 states
100 MB of nenory
2 GB of disk

Example6.5 Evaluating the 5 lowest singlet and triplet excited states of formaldehyde
using CIS(D), which treats excited states at a level of theory that is
roughly similar to the MP2 method for the ground state.
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$comment
OD for ground + | owest 5 excited states of fornal dehyde
$end

$nol ecul e
01
C . 000000 . 000000 . 519517
O . 000000 . 000000 -. 664800
H . 924162 . 000000 1.100647
H -.924162 . 000000 1.100647
$end
$rem
correl ation = 0D
exchange = HF
basi s = 6-311(2+) &
cc_nlowspin = 5 5 states
nmenory = 12500000 100 MB of nenory
$end

Example6.6 Evaluating the 5 lowest singlet excited states of formaldehyde using OD.
This calculation is much more expensive than the CIS(D) example shown
above, but also yields more accurate results.

6.5 ATTACHMENT/DETACHMENT DENSITY ANALYSIS

As methods for ab initio calculations of excited states are becoming increasingly more
routine, the question is how best to extract chemical meaning from such calculations.
Recently, a new method of analyzing molecular excited states has been proposed [7]
which has proven successful in applications reported so far [7,26,27]. This section
describes the theoretical background to this attachment-detachment density analys's,
while details of the input for creating data suitable for plotting these quantitiesis
described separately in the Molecular Properties Chapter.

Consider the one-particle density matrices of the initial and final states of interest, P, and
P, respectively. Assuming that each state is represented in afinite basis of spin-orbitals,
such as the molecular orbital basis, and each state is at the same geometry. Subtracting
these matrices yields the difference density

A=P, -P, (6.25)

Now, the eigenvectors of the one-particle density matrix P describing a single state are
termed the natural orbitals, and provide the best orbital description that is possible for the
state, in that a Cl expansion using the natural orbitals as the single-particle basisis the
most compact. The basis of the attachment/detachment analysisisto consider what could
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be termed natural orbitals of the electronic transition and their occupation numbers
(associated eigenvalues). These are defined as the eigenvectors U defined by

U'AU =9 (6.26)

The sum of the occupation numbers J, of these orbitalsis then
N
tr(A)=» 6,=n (6.27)
le .

where n isthe net gain or loss of electronsin the transition. The net gain in an electronic
transition which does not involve ionisation or e ectron attachment will obvioudy be
zero.

The detachment density
D =UdU' (6.28)

Is defined as the sum of all natural orbitals of the difference density with negative
occupation numbers, weighted by the absolute value of their occupationswhered isa
diagona matrix with elements

d, =-min(3,,0) (6.29)

The detachment density corresponds to the electron density associated with single
particle levels vacated in an electronic transition or hole density.

The attachment density
A =UaU' (6.30)

is defined as the sum of all natural orbitals of the difference density with positive
occupation numbers where a is a diagonal matrix with elements

a, =max(d,,0) (6.32)

The attachment density corresponds to the electron density associated with the single
particle levels occupied in the transition or particle density. The difference between the
attachment and detachment densities yields the original difference density matrix

A=A-D (6.32)
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CHAPTER 7 BASISSETS

7.1 INTRODUCTION

A basis st isaset of functions combined linealy to model moleaular orbitals. Basis
functions can be mnsidered as representing the aomic orbitals of the aoms and are
introduced in quantum chemicd cdculations becaise the eguations defining the
moleaular orbitals are otherwise very difficult to solve diredly.

Many standard basis sts have been carefully optimized and tested over theyeas. In
principle, a user would employ the largest basis st avail able in order to model moleaular
orbitals as acaurately as possble. In pradice, however, computational cost grows rapidly
with the size of the basis st so a wmpromise must be sough between acaracy and cost.
If thisis gystematicdly pursued, it leadsto a “theoreticd model chemistry” [1], that is, a
well -defined energy procedure (e.g., Hartree Fock) in combination with awell defined
basis st.

Basis sts have been constructed from Slater, Gaussan, plane wave and celta functions.
Slater functions were initialy employed becaise they are mnsidered “natura” and have
the corred behaviour at the origin and asymptoticaly. However, the two eledron
repulsionintegrals (ERIS) encourtered when using Slater basis functions are expensive
and dfficult. Deltafunctions are used in several quantum chemistry programs. However,
while codesincorporating delta functions are smple, thousands of functions are required
to achieve acarate results, even for small moleaules. Plane waves are widely used and
highly efficient for cdculations on periodic systems, but are not so convenient or natural
for moleaular cdculations.

The most important basis sts are mntraded sets of atom-centered Gaussan functions
where the numbers of basis functions used are related to the number of core and valence
atomic orbitals, and whether the aom islight (H or He) or heary (everything el se).
Contraded basis ts have been shown to be mmputationaly efficient and to have the
ability to yield chemicd acaracgy (seethe Appendix onAOINTS). The Q-Chem program
has been optimized to exploit basis ts of the contraded Gaussan function type and hes
alarge number of built-in standard basis sts (developed by Dunning and Pople, anong
others) which the user can accessquickly and easily.

The seledion d abasis %t for quantum chemicd cdculationsis very important. It is
sometimes possble to use small basis ststo oltain goodchemicd acaracy, but
cdculations can dften be significantly improved bythe adition d diffuse aad
podarizaion functions. Consult the literature and reviews[1,2,3,4,5] to aid you seledion.
Refer to the “Further Realding’ sedion at the end d this chapter.
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7.2 BUILT-INBASISSETS

Q-Chem is equipped with many standard basis %ts[6]. Q-Chem all ows the user to
identify the required basis st by its sandard symbadli c representation. The avail able built
in basis sts are presented below. The four types are:

Pople basis sts

Old Dunning kesis sts

New, correlation consistent Dunning besis sets
Ahlrichs basis sts

PN

7.2.1 FEATURES

» Extradiffuse functions necessary for high quality excited state cdculations
* Pople's gandard basis sts

* Arsena of Dunning cerived basis sts

e Dunnng'scorrelation consistent basis sts

e Abhlrichsbass sts

» Standard pdarisation functions

» Bads stsare requested by symbadlic representation

* s p, d, fandgangudar momentum types of basisfunctions

e Maximum number of shells per atom is 100

* Pure and Cartesian basis functions

7.2.2 JoB CONTROL

BASIS
Sets the basis st to be used
VARIABLE:
STRING
DEFAULT:
No default basis st
OPTIONS:
General, Gen User-defined. Seesedion below
Symbad Use standard basis sts asin the table below
RECOMMENDATIONS:
Conault literature and reviewsto aid you seledion.
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7.3 BASISSET SYMBOLIC REPRESENTATION

Examples are given in the tables below and follow the standard format generally adopted
for specifying basis sets. The single exception applies to additional diffuse functions.
These are best inserted in a ssmilar manner to the polarisation functions; in parentheses
with the light atom designation following heavy atom designation. (i.e., heavy, light).
Use aperiod (.) as a place holder (see examples).

| STO-j(k+,1+)G(mn) | j-22(k+,1+)G(mn) | j-31(k+I+)G(mn) | j-311(k+1+)G(m,n)

2,3,6 | 3 | 4,6 [ 6

J

k 1| # sets of heavy atom diffuse functions

| ) # sets of heavy atom diffuse functions

m d 2d 3d | df | 2df | 3df
n p 2p 3p pd 2pd | 3pd

Table7.1a Summary of Pople type basis sets available in the Q-Chem program

Symbolicname || Atoms Supported
STO-2G H, He, Li - Ne, Na- Ar, K, Ca, Sr
STO-3G H, He, Li - Ne, Na- Ar, K - Kr, Rb- Sb
STO-6G H, He, Li > Ne, Na- Ar, K - Kr
3-21G H, He, Li - Ne, Na- Ar, K- Kr, Rb- Xe, Cs
4-31G H, He, Li - Ne, P-. Cl
6-31G H, He, Li > Ne, Na- Ar, K - Kr
6-311G H, He, Li - Ne, Na- Ar, Ga- Kr
G3LARGE H, He, Li - Ne, Na- Ar, Ga- Kr
G3MP2LARGE H, He, Li - Ne, Na- Ar, Ga- Kr

Table7.1b Atoms supported for Pople basis sets available in Q-Chem (see the Table
below for specific examples).
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Basis set I Atoms Supported
3-21G H, He, Li - Ne, Na- Ar, K - Kr, Rb- Xe, Cs
3-21+G H, He, Na- Cl, Na- Ar
3-21G* H, He, Na- Cl
6-31G H, He, Li - Ne, Na- Ar, K-2Zn
6-31+G H, He, Li - Ne, Na- Ar
6-31G* H, He, Li - Ne, Na- Ar, K- Zn
6-31G(d,p) H, He, Li — Ne, Na—Ar, K - Zn
6-31G(.,+)G H, He, Li — Ne, Na— Ar
6-31+G* H, He, Li - Ne, Na— Ar
6-311G H, He, Li - Ne, Na- Ar, Ga- Kr
6-311+G H, He, Li - Ne, Na- Ar
6-311G* H, He, Li - Ne Na- Ar, Ga- Kr
6-311G(d,p) H, He, Li — Ne Na— Ar, Ga— Kr
G3LARGE H, He, Li - Ne, Na- Ar, Ga- Kr
G3MP2LARGE H, He, Li - Ne, Na- Ar, Ga- Kr

Table7.1c Examples of extended Pople basis sets

lIsv(k+|+)(md,np)  DZ(k+|+H)(md,np)  TZ(k+,I+)(md,np)

k J|# sets of heavy atom diffuse functions
I # sets of heavy atom diffuse functions
m || # sets of d functions on heavy atoms
n ||# setsof p functions on light atoms

Table7.2a Summary of Dunning-type basis sets available in the Q-Chem program

Symbolicname || Atoms Supported
S\Y H, Li - Ne
DZ H, Li - Ne, Al - Cl
TZ H, Li - Ne

Table7.2b Atoms supported for old Dunning basis sets available in Q-Chem
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Basis set Atoms Supported
sV H, Li »Ne
Sv* H, B Ne
SV(d,p) H, B - Ne
DZ H, Li -~ Ne, Al - Cl
DZ+ H, B Ne
DZ++ H, B-Ne
DZ* H, Li - Ne
DZ** H, Li - Ne
DZ(d,p) H, Li - Ne
TZ H, Li »Ne
TZ+ H, Li »Ne
TZ++ H, Li -~ Ne
TZ* H, Li - Ne
Tz H, Li - Ne
TZ(d,p) H, Li - Ne

167

Table7.2c Examples of extended Dunnng besis sts

BasisSet || BasisSet
cc-pvDZ aug-cc-pvDZ
ccpvVTZ aug-cc-pvVTZ
ccpvQT aug-ccpvQT

ccpCvDZ |Jaug-cc-pCVvDZ
ccpCVTZ aug-ccpCVvVTZ
ccpCvVQZ |laug-ccpCVvQZz

Table7.3a Summary of Dunning's correlation-consistent basis sts availablein
Q-Chem
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Symbolicname || Atoms Supported
cc-pvDZz H, He, B Ne, Al - Ar, Ga- Kr
cc-pvVTZ H, He, B Ne, Al - Ar, Ga- Kr
cc-pvQZ H, He, B Ne, Al - Ar, Ga- Kr
cc-pCvDZ B - Ne
cc-pCVTZ B - Ne
cc-pCvQZ B - Ne
aug-cc-pvDZ H, He, B Ne, Al - Ar, Ga- Kr
aug-cc-pvVTZ H, He, B Ne, Al - Ar, Ga- Kr
aug-cc-pvQZz H, He, B Ne, Al - Ar, Ga- Kr
aug-cc-pCvDZ B-F
aug-cc-pCvVTZ B - Ne
aug-cc-pCvQZ B - Ne

Table 7.3b Atoms supported Dunning correlation-consistent basis sets availablein

Q-Chem
Symbolicname || Atoms Supported
TZV Li - Kr
VDZ H-Kr
VTZ H-Kr

Table7.4 Atoms supported for Ahlrichs basis sets available in Q-Chem

7.3.1 CUSTOMIZATION

Q-Chem offers a number of standard and specia customization features. One of the most
important is that of supplying additional diffuse functions. Diffuse functions are often
important for the purpose of studying anions and excited states of molecules. For the
latter, it is often important to supply severa additional diffuse functions. This can be
achieved by splitting the standard basis set diffuse function set into multiple diffuse sets,
using a special scaling factor (3.32) applied to the standard diffuse function exponent.
Thisyields a geometric series of diffuse function exponents, starting with the original
standard exponent value.
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PRINT_GENERAL_BASIS
Controls print out of built in basis sets in input format
VARIABLE:
LOGICAL
DEFAULT:
False Do not print out standard basis set information
OPTIONS:
TRUE Print out standard basis set information
FALSE Do not print out standard basis set information
RECOMMENDATIONS:
Useful for modification of standard basis sets

7.4 USER-DEFINED BASISSETS ($BASIS)

7.4.1 INTRODUCTION

Users may, on occasion, prefer to use non-standard basis sets and, it is possible to declare
user-defined basis setsin Q-Chem input (see Chapter 3 on Q-Chem inputs). The format
for inserting a non-standard user-defined basis set is both logical and flexibleand is
described in detail in the job control section below.

Note that the SAD guessis not currently supported with non-standard user-defined basis
sets. The simplest alternative is to specify the GWH or CORE options for SCF_GUESS,
but these are relatively ineffective other than for small basis sets. The recommended
aternative isto employ basis set projection, by specifying a standard basis set for the
BAS 2 keyword. See the section in Chapter 4 on initial guesses for more information.
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7.4.2 FEATURES

e Insertion d user-defined contraded basis sts
e Angudar momentum typesS, P, SPB.D,F& G
e Pureor Cartesian functions

e Maximum number of shells per atom is 100

7.4.3 JoB CONTROL

BASIS
OPTION:
General, Gen User-defined basis via $basis keyword

PURECART
Controls the use of pure (sphericd harmonic) or Cartesan anguar forms
DEFAULT:
Nonre.
OPTIONS:
gfd Uselfor pue and 2for Cartesian.
Must be defined for user supplied basis sets.

When using anonstandard basis st which incorporates d or higher basis functions of
anguar momentum, the $rem variable PURECART nealsto be initiated. This $rem
variable indicates to the Q-Chem program how to hande the anguar form of the basis
functions. Asindicated abowve, eadt integer represents an anguar momentum type which
can be defined as either pure (1) or Cartesian (2). For example, 111would indicae to the
Q-Chem program to tred al G, F and D basis functions as beingin the pure form. 121
would indicate G and D’ s pure and F' s Cartesian, etc.
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744 EXAMPLE
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$nol ecul e
01
O
H O OH
HOOH 2 HOH
H=12
HOH = 110.0
$end
$rem
EXCHANGE HF HF Exchange
BASI S Gen User - defi ned general basis
BASI S2 STO 3G STO-3G orbitals as initial guess
PURECART 112 Cartesian D functions, Pure F and G
$end
$basi s
H 0
S 1 1.00
1. 30976 0. 430129
0. 233136 0.678914
O 0
S 2 1.00
49. 9810 0. 430129
8. 89659 0.678914
SP 2 1.00
1.94524 0. 0494720 0. 511541
0. 493363 0. 963782 0.612820
D 1 1.00
0. 39 1.00
F 1 1.00
4.1 1.00
G 1 1.00
3.35 1.00
$end
Example7.1 Example of adding a user-defined non-standard basis set. Note that since

D, F and G functions are incorporated, the $rem variable PURECART
must be set. Note the use of BASIS2 for the initial guess.
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7.5 FORMAT FOR USER-DEFINED BASIS SETS

atomic_symbol 0

ang_mom_sym contraction K scaling

exp_1 coeff_1 Lmin coeff 1 (Lmin+l) ... coeff_1 Lmax

exp_2 coeff_2 Lmin coeff 2 (Lmin+l) ... coeff_2 L max

exp_3 coeff_3 Lmin coeff 2 (Lmin+l) ... coeff_3 Lmax

exp_K coeff K_Lmin coeff K (Lmin+l) ... coeff_K_Lmax

atomic_symbol Atomic symbad of the gom (atomic number not accepted)

ang_mom_sym Anguar momentum symbad (S, P, SP, D, F, G)

contraction Degreeof contradion d the shell (integer)

scaling Scdingto be gplied to exporents (default is 1.00)

exp Gausgan primitive exporent (positive red number)

coeff Contradion coefficient for eaty anguar momentum (non-zero red
numbers)

Atoms are terminated with **** andthe complete basis %t isterminated with the $end
keyword terminator. No blank lines can be incorporated within the general basis st
input. Aswith all Q-Chem inpu ded information, all inpu is case-insensiti ve.

751 CUSTOMIZATION

In addition to defining ore’sown basis &, it ispossbleto define separate standard basis
setsfor individual atoms or a wmbination d standard and nonstandard basis s,
exclusively, for individual atoms. These can be entered by the more familiar symbadlic
representation.

Notes: (1) It isnot possbleto augment astandard basis st in thisway; the whole basis
nealsto beinserted manually (anguar momentum, exporents, contradion
coefficients) and additional functions added. Standard basis st exporents and
coefficients can be eaily obtained by appropriately setting the
PRINT_GENERAL_BAS S $rem variable to TRUE.

(2) The PURECART flag must be set for all general basisinput containing D
anguar momentum or higher functions, regardlessof whether standard basis sts
are entered in this non-standard manner.
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75.2 EXAMPLES

$nol ecul e

01

O

HOOH

HOOH 2 HOH

H=1.2

HOH = 110.0

$end

$rem

EXCHANGE HF

BASI S Gen

SCF_GUESS G

$end

$basi s

H 0

S 2 1.00
1. 30976
0.233136

O 0

S 2 1.00
49, 9810
8. 89659

SP 2 1. 00
1. 94524
0. 493363

$end

Example 7.2

Example of adding a user-defined non-standard basis set.

HF Exchange
User - def i ned gener al
SAD unavai | abl e for general

[eoNe] [eoNe]

. 430129
. 678914

. 430129
. 678914

. 0494720
. 963782

0. 511541
0.612820

basi s
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basi s
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$nol ecul e

01

O

HOCOH

HOOH 2 HOH

H=1.2

HOH = 110.0

$end

$rem

EXCHANGE HF

CORRELATI ON None

BASI S CGener al

SCF_GUESS G

PURECART 1

$end

$basi s

H 0

S 2 1.00
1. 30976
0.233136

O 0

S 2 1.00
49, 9810
8. 89659

SP 2 1.00
1. 94524
0. 493363

D 1 1. 00
0. 39

$end

Example 7.3

HF Exchange
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No correl ati on energy

User - def i ned gener al
SAD unavai | abl e for general

basi s
basi s

Pure D functions

[eoNe] [eoNe]

H

. 430129
. 678914

. 430129
. 678914

. 0494720
. 963782

. 00000

0. 511541
0.612820

Example of adding a user-defined non-standard basis set. Note that since
D functions are incorporated the $rem variable PURECART has been

initiated.
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$nol ecul e

BASI S
SCF_GUESS
$end

$basi s
H 0
STO 2G
O 0
STO 6G

*k k%

$end

175
HF HF Exchange
Cener al User - defi ned general basis
GWMWH SAD unavai | abl e for general basis

Example7.4 Example of adding a user-defined non-standard basis set where the user
defines different standard basis sets for each atom.
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$nol ecul e

BASI S
PURECART
BASI S2
$end

$basi s

H

6-31G

O

6- 311G d)

*k k%

$end

HF
Cener al
2

STO 3G

Chapter 7: Basis Sets

HF Exchange

User Defined general basis
Cartesian D functions

Use STO- 3G as initial guess

Example7.5 Example of adding a user defined non-standard basis set. The user isable

to specify different standard basis sets for different atoms.
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$nol ecul e

*k k%

O
STO- 6G

*k k%

$end

o OFrLNO

HF
Gener al
STO 3G

1.00

. 30976
. 233136

HF Exchange
User - defi ned general basis
Use STO- 3G as initial guess

0.430129
0.678914

177

Example7.6 Example of adding a user-defined non-standard basis set. The user is able
to specify standard basis sets for some atoms and supply user-defined

exponents and contraction coefficients for others. This might be

particularly useful in cases where the user has constructed exponents and
contraction coefficients for atoms not defined in standard basi s sets so
that only the non-defined atoms need have the exponents and contraction

coefficients entered.
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7.6 FURTHER READING

Ground State Methods (Chapters 4 and 5)
Effective Core Potentias (Chapter 8)
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[3] E. R. Davidson and D. Feller, Chem. Rev. (1986), 86, 681.

[4] D. Feller and E. R. Davidson, in Reviewsin Computational Chemistry, edited by
K. B. Lipkowitz and D. B. Boyd (Wiley-VCH, New Y ork, 1990) Volume 1, pg.
1

[5] F. Jensen, Introduction to Computational Chemistry (Wiley, New Y ork, 1999).

[6] Basis sets were obtained from the Extensible Computational Chemistry
Environment Basis Set Database, Version 1.0, as developed and distributed by the
Molecular Science Computing Facility, Environmental and Molecular Sciences
Laboratory which is part of the Pacific Northwest Laboratory, P.O. Box 999,
Richland, Washington 99352, USA, and funded by the U.S. Department of
Energy. The Pacific Northwest Laboratory is a multi-program laboratory operated
by Battelle Memorial Institute for the U.S. Department of Energy under contract
DE-ACO06-76RLO 1830. Contact David Feller, Karen Schuchardt or Don Jones
for further information.
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CHAPTER 8 EFFECTIVE CORE POTENTIALS

8.1 INTRODUCTION

The goplicaion d quantum chemicd methods to dementsin the lower half of the
Periodic Tableis more difficult than for the lighter atoms. There are two key reasons for
this:

» the number of eledronsin heary atomsislarge
* rdativigtic gfedsin heary atoms are often non-negligible

Both of these problems gem from the presence of large numbers of core dedrons and,
given that such eledronsdo nd play asignificant direct role in chemicd behavior, it is
natural to ask whether it is possble to model their effedsin some smpler way. Such
enquries led to the invention of Effedive Core Potentials (ECPs) or pseudopdentials.
For reviews of relativistic effedsin chemistry, seefor examplerefs[1,2,3,4].

If we seek to replacethe wre eledrons aroundagiven nucleus by a pseudopdential,

whil e dfeding the chemistry aslittl e as passble, the pseudopdential shoud have the
same dfed on reaby valence dedrons asthe core dedrons. The most obviouseffed is
the smple dedrostatic repulsion ketween the mre and valenceregions but the
requirement that valence orbitals must be orthoganal to core orbitals introduces
additional subtler effedsthat canna be negleded.

The most widely used ECPs today are of the form first proposed by Kahnet al [5] inthe
197Gs. These model the dfeds of the core by a one-eledron goerator U(r) whaose matrix
elements are smply added to the one-eledron Hamiltonian matrix. The ECP operator is
given by

L-1  +I

U(r)=U.(r)+ Z Z. [Yim) [U1 (1) =U (1] (Yim| (8.1)

wherethe |Y,,) are spherica harmonic projedors andthe U, (r) arelinea combinations

of Gaussans, multiplied by r™?, r™ or r°. Inaddition, U (r) contains a Coulombic
term N_/r, where N_ isthe number of core dedrons.

One of the key isauesin the development of pseudopdentialsis the definition of the
“core”. So-cdled “large-core” ECPsinclude dl shell s except the outermost one, but
“small-core” ECPsinclude dl except the outermost two shells. Althoughthe small-core
ECPs are more expensive to use (because more dectrons are treaed explicitly), it is often
foundthat their enhanced acairacy justifies their use.
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When an ECP is constructed, it is usualy based either on non-relativistic, or quasi-
relativistic all-electron calculations. As one might expect, the quasi-relativistic ECPs
tend to yield better results than their non-relativistic brethren, especially for atoms
beyond the 3d block.

8.2 BUILT-IN PSEUDOPOTENTIALS

8.2.1 OVERVIEW

Q-Chem is equipped with severa standard ECP sets which are specified using the ECP
keyword within the $r emblock. The built-in ECPs, which are described in some detail
at the end of this Chapter, fall into four families:

* TheHay-Wadt (or Los Alamos) sets (HWMB and LANL2DZ)
* The Stevens-Basch-Krauss-Jansien-Cundari set (SBKJC)

* The Christiansen-Ross-Ermler-Nash-Bursten sets (CRENBS and CRENBL)
e The Stuttgart-Bonn sets (SRLC and SRSC)

References and information about the definition and characteristics of most of these sets
can be found at the EMSL site of the Pacific Northwest National Laboratory [6]

http://www.emd .pnl.gov:2080/forms/basi sform.html

Each of the built-in ECPs comes with a matching orbital basis set for the valence
electrons. Ingenerdl, it is advisable to use these together and, if you select abasis set
other than the matching one, Q-Chem will print awarning message in the output file. 1f
you omit the BASIS keyword entirely, Q-Chem will automatically provide the matching
one.

8.2.2 JoB CONTROL FOR BUILT-INECP's

ECP
Defines the effective core potential and associated bass set to be used
VARIABLE:
STRING
DEFAULT:
No pseudopotential
OPTIONS:
General, Gen User defined. ($ecp keyword required)
Symbol Use standard pseudopotential s discussed above.
RECOMMENDATIONS:
Pseudopotentials are recommended for first row transition metals and
heavier elements. Consult Ch. 8 and reviews for more details.
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8.2.3 COMBINING PSEUDOPOTENTIALS

If you wish, you can use different ECP setsfor different elementsin the system. Thisis
espedally useful if youwould liketo use aparticular ECP but find that it is not avail able
for all of the dementsin your moleaule. To combine diff erent ECP sets, you set the ECP
and BASIS keywordsto “Gen” or “General” andthen add a$ecp block anda$basi s
block to you inpu file. Inead of these blocks, you must name the ECP and the orbital
basis st that you wish to use, separating eat element by a sequence of four asterisks.

8.24 EXAMPLES

$nol ecul e
01
Ag
a Agr

r = 2.4
$end

$rem
EXCHANGE  hf
ECP | anl 2dz
BASI S | anl 2dz
$end

Hartree- Fock cal cul ation
Usi ng the Hay-Wadt ECP
And the matchi ng basis set

Example 8.1 Computing the HF/LANL2DZ energy of AgCl at abondlength of 2.4 A.
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$nol ecul e
01
Cd
Brl Cd r
Br2 Cd r Brl 180.

r =24
$end
$rem
JOBTYP opt Ceonetry optim zation
EXCHANGE hf Hartree- Fock theory
ECP gen Combi ne ECPs
BASI S gen Combi ne basis sets
PURECART 1 Use pure d functions
$end

$ecp
Cd

Srsc
*k kK

Br

srlc
* k% %

$end
$basi s
Cd

Srsc
*k kK

Br

srlc
* k% %

$end

Example 8.2 Computing the HF geometry of CdBr,, using the Stuttgart relativistic
ECPs. The small-core ECP and basis are employed onthe Cd atom and
the large-core ECP and kasis onthe Br atoms.

8.3 USER-DEFINED PSEUDOPOTENTIALS

Many userswill findthat the library of built-in pseudopdentialsis adequete for their
needs. However, if you need to use an ECP that isnot built into Q-Chem, you can enter
it in much the same way as you can enter a user-defined arbital basis st (see Chapter 7).

8.3.1 JoB CONTROL FOR USeEr-DEFINED ECP'’s

To apply auser-defined pseudopdential, you must set the ECP and BASIS keywordsin
$remto “Gen”. Youthenadda$ecp block that defines your ECP, element by element,
and a$basi s block that defines your orbital basis st, separating elements by asterisks.

The syntax within the $basi s block is described in Chapter 7.

The syntax for eat record within the $ecp block is asfoll ows:
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$ecp

$end

Figure8.1

For eath atom that will bea an ECP

Chemicd symbadl for the atom

ECP name ; the L value for the ECP ; number of core dedrons removed
For ead ECP comporent (in the order unprojeded, I50 I5l s |5L-1)
The mmporent name
The number of Gaussansin the ammporent
For eat Gausgan in the comporent
The power of r ; the exporent ; the contradion coefficient

A sequence of four asterisks (i.e. **** )

The format for theinput of user-defined pseudopdentials.

Notes abou the implementation in Q-Chem 2.0

« All of theinformationin the $ecp block is case-insensitive

 Thel vauemay na exceal 4. That is, nothing beyond G projedorsis al owed

« Thepower of r (which includes the Jacobian r? fador) must be0, 1 or 2.
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8.3.2 EXAMPLE

$nol ecul e
01
a
hl al r
h2 al r hl 120.
h3 al r hl 120. h2 180.

r =16
$end
$rem
JOBTYPE opt Ceonetry optim zation
EXCHANGE  hf Hartree- Fock theory
ECP gen User - defi ned ECP
BASI S gen User - defi ned basis
$end
$ecp
Al

St evens ECP 2 10
d potenti al

1
1 1. 95559 - 3. 03055
s-d potenti al
2
0 7.78858 6. 04650
2 1. 99025 18. 87509
p-d potenti al
2
0 2.83146 3. 29465
2 1. 38479 6. 87029
* k k%
$end
$basi s
Al
SP 3 1.00
0.9011 -0. 30377 -0. 07929
0. 4495 0. 13382 0. 16540
0. 1405 0. 76037 0. 53015
SP 1 1.00
0. 04874 0. 32232 0.47724
* k* k%
H
3-21G
* Kk k%
$end

Example 8.3 Optimizing the HF geometry of AlH, using a user-defined ECP and basis
set on Al and the 3-21G basison H
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8.4 PSEUDOPOTENTIALSAND DENSITY FUNCTIONAL THEORY

Q-Chem’ s pseudopdential padkage and DFT padkage aetightly integrated and fadlit ate
the gplicaion d advanced density functionals to moleaules containing heavy elements.
Any of thelocd, gradient-correded and hylrid functionals discussed in Chapter 4 may be
used and youmay also perform ECP cdculations with user-defined hybrid functionals.

InaDFT cdculation with pseudopdentials, the exchange-correlation energy is obtained
entirely from the non-core dedrons. Thiswill be satisfadory if there are no chemicdly
important core-valence dfeds but may introducesgnificant errors, particularly if you are
using a“large-core” ECP.

Q-Chem'’ sdefault quadrature grid is SG-1 (seeChapter 4) which was originally defined
only for the dements up to argon. In Q-Chem 2.0, however, the SG-1 grid has been
extended and it is now defined for all atoms up to, and including, the adinides.

8.4.1 EXAMPLE

$nol ecul e
11
xe
flxerl
f2za xer2 fl a
f3 xer2 fl a f2 90.
f4 xer2 f1 a f3 90.
f5 xer2 f1 a f4 90.
rl = 2.07
r2 = 2.05
a = 80.0
$end
$rem

JOBTYP opt

EXCHANGE b3l yp

ECP sbkj c
$end

Example 8.4 Optimizaion d the structure of XeF5+ using B3LY P theory and the ECPs
of Stevens and collaborators. Note that the BASIS keyword has been
omitted and, therefore, the matching SBKJC orbita basis st will be used.
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8.5 PSEUDOPOTENTIALSAND ELECTRON CORRELATION

The pseudopdential padkage isintegrated with the eledron correlation padkage andit is
therefore posshble to apply any of Q-Chem’ s post-Hartree Fock methods to systemsin
which some of the atoms may bea pseudopdentias. Of course, the crrelation energy
contribution arising from core dedrons that have been replaced by an ECP is not
included. Inthis snse, correlation energies with ECPs are mmparable to correlation
energies from frozen core cdculations. However, the use of ECPs eff edively removes
bath core dedrons and the mrrespondng vrtua (unaccupied) orbitals.

85.1 EXAMPLE

$nol ecul e
01
x1
X2 X1 xx
sel x1 sx x2 90
se2 x1 sx x2 90. sel 90.
se3 x1 sx x2 90. se2 90.
se4 x1 sx x2 90. se3 90.
seb x2 sx x1 90. sel 45
seb6 x2 sx x1 90. se5 90.
se7 x2 sx x1 90. se6 90.
se8 x2 sx x1 90. se7 90.

1.2
2.8

XX
SX
$end
$rem
JOBTYP opt Ceonetry optim zation
EXCHANGE hf Hartree- Fock theory
ECP | anl 2dz Hay- Wadt ECP and basi s
$end

@ze)

$nol ecul e
read

$end

$rem
JOBTYP sp Si ngl e- poi nt ener gy
CORRELATI ON  np2 MP2 correl ation energy
ECP | anl 2dz Hay- Wadt ECP and basi s
SCF_GUESS read Read in the M3s

$end

Example 8.5 Optimizaion d the structure of Se, using HF/LANL2DZ, foll owed by a
single-paint energy cdculation at the MP2/LANL2DZ level
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8.6 PSEUDOPOTENTIALSAND VIBRATIONAL FREQUENCIES

The pseudopotential package is also integrated with the vibrational analysis package and
it is therefore possible to compute the vibrational frequencies (and hence the infra-red
and Raman spectra) of systemsin which some of the atoms may bear pseudopotentials.

Q-Chem 2.0 cannot compute second derivatives of the required ECP integrals
analytically and it therefore estimates the required second-derivatives by taking finite-
differences of analytically computed first derivatives. This can be time-consumingin
large systems.

8.6.1 EXAMPLE

$nol ecul e
01
Te
oL Ter
@ Ter Ol a

1.8
108.

r
a
$end
$rem
JOBTYP opt
EXCHANGE hf
ECP srlc
$end

@ze)

$nol ecul e
read

$end

$rem
JOBTYP freq
EXCHANGE hf
ECP srlc
SCF_GQUESS read

$end

Example 8.6 Structure and vibrational frequencies of TeO, using Hartree-Fock theory
and the Stuttgart relativistic large-core ECPs. Note that the vibrational
frequency job reads both the optimized structure and the molecular
orbitals from the geometry optimization job that precedesit.
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8.7 A BRIEF GUIDE TO Q-CHEM'SBUILT-INECP’s

The remainder of this Chapter consists of a brief reference guide to Q-Chem’ s built-in
ECPs. The ECPsvary intheir complexity and their acarracy and the purpose of the
guideisto enable the user quickly and easlly to decide which ECP to usein a planned
cdculation.

The following informationis provided for ead ECP:

The dements for which the ECP is availl ablein Q-Chem. Thisis sown ona
schematic Periodic Table by shading al the elements that are not suppated.

The literature referencefor ead element for which the ECP is avail able in Q-Chem.

The matching orbital basis st that Q-Chem will use for light (i.e. non-ECP atoms).
For example, if the user requests SRSC pseudopdentials — which are defined orly for
atoms beyond argon— Q-Chem wil | use the 6-311G* basis st for al atomsupto Ar.

The oore dedronsthat are replacal bythe ECP. For example, inthe LANL2DZ
pseudopdential for the Fe @aom, the areis[Ng], indicaingthat the 1s, 2sand 2o
eledrons are removed.

The maximum sphericd harmonic projedion operator (seeSedion 7.1) that is used
for eath element. This often, but nat always, corresponds to the maximum orbital
anguar momentum of the core dedrons that have been replacel bythe ECP. For
example, inthe LANL2DZ pseudopdential for the Fe gom, the maximum projedor
Is of P-type.

The number of valence basis functions of ead angular momentum type that are
present in the matching orbital basis st. For example, in the matching basisfor the
LANL2DZ pseudopdentia for the Fe atom, there the threes shell s, threep shell s and
two d shells. Thisbasisistherefore dmost of triple-split valence quality.

Finaly, we naote the limitations of the aurrent ECP implementation within Q-Chem:

Energies can be cdculated orly for s, p, d andf basis functions with G projedors.
Consequently, Q-Chem canna perform energy cdculations on adinides using SRLC.

Gradients can be cdculated ony for s, p and d basis functions with F projedors and
only for sand p basis functions with G projedors.
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871 THEHWMB PSEUDOPOTENTIAL AT A GLANCE

L [ ]
a a
b
b
C d
N

HWMB is not available for shaded elements

(@) No pseudopdential; Pople STO-3G basis used
(b) Wadt & Hay, J. Chem. Phys. 82 (1985) 285
(c) Hay & Wadt, J. Chem. Phys. 82 (1985) 299
(d) Hay & Wadt, J. Chem. Phys. 82 (1985) 270

Element Core Max Projedor Vaence
H —-He none none (1s)

Li —Ne none none (2s,1p)
Na—Ar [Ne] P (1s,1p)
K-Ca [Ne] P (2s,1p)
Sc—Cu [Ne] P (2s,1p,1d)
Zn [Ar] D (1s,1p,1d)
Ga—Kr [Ar]+3d D (1s,1p)
Rb—Sr [Ar]+3d D (2s,1p)

Y —-Aqg [Ar]+3d D (2s,1p,1d)
Cd [Kr] D (1s,1p,1d)
In—Xe [Kr]+4d D (1s,1p)
Cs—-Ba [Kr]+4d D (2s,1p)
La [Kr]+4d D (2s,1p,1d)
Hf — Au [Kr]+4d+4f F (2s,1p,1d)
Hg [ Xe|+4f F (1s,1p,1d)
Tl —Bi [Xe]+4f+5d F (1s,1p)
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8.7.2 THELANL2DZ PSEUDOPOTENTIAL AT A GLANCE

L [ ]
b
b
C d
N
[e[ f ]

LANL2DZ is not available for shaded elements

(@) No pseudopdential; Pople 6-31G basis used
(b) Wadt & Hay, J. Chem. Phys. 82 (1985) 285
(c) Hay & Wadt, J. Chem. Phys. 82 (1985) 299
(d) Hay & Wadt, J. Chem. Phys. 82 (1985) 270
(e) Hay, J. Chem. Phys. 79 (1983) 5469

(f) Wadt, to be pubished

Element Core Max Projedor Vaence
H —-He none none (29)

Li —Ne none none (3s,2p)
Na—Ar [Ne] P (2s,2p)

K —-Ca [Ne] P (3s,3p)
Sc—-Cu [Ne] P (3s,3p,2d)
Zn [Ar] D (2s,2p,2d)
Ga—Kr [Ar]+3d D (2s,2p)
Rb - Sr [Ar]+3d D (3s,3p)

Y —-Aqg [Ar]+3d D (3s,3p,2d)
Cd [Kr] D (2s,2p,2d)
In—Xe [Kr]+4d D (2s,2p)
Cs—Ba [Kr]+4d D (3s,3p)
La [Kr]+4d D (3s,3p,2d)
Hf — Au [Kr]+4d+4f F (3s,3p,2d)
Hg [ X e|+4f F (2s,2p,2d)
TI [Xe]+4f+5d F (2s,2p,2d)
Pb — Bi [Xe]+4f+5d F (2s,2p)
U-Pu [X€e]+4f+5d F (3s,3p,2d,2f)
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8.7.3 THE SBKJC PSEUDOPOTENTIAL AT A GLANCE

SBKJC is not available for shaded €l ements

(@) No pseudopdential; Pople 3-21G basis used

(b) W.J. Stevens, H. Basch & M. Krauss J. Chem. Phys. 81 (1984) 6026

(c) W.J. Stevens, M. Krauss H. Basch & P.G. Jasien, Can. J. Chem 70 (1992
612

(d) T.R. Cundari & W.J. Stevens, J. Chem. Phys. 98 (1993 5555

Element Core Max Projedor Vaence
H —-He none none (29)

Li —Ne [Hel S (2s,2p)
Na—Ar [Ne] P (2s,2p)
K—-Ca [Ar] P (2s,2p)
Sc-Ga [Ne] P (4s,4p,3d)
Ge—Kr [Ar]+3d D (2s,2p)
Rb - Sr [Kr] D (2s,2p)

Y —In [Ar]+3d D (4s,4p,3d)
Sn—Xe [Kr]+4d D (2s,2p)
Cs—Ba [Xe] D (2s,2p)
La [Kr]+4d F (4s,4p,3d)
Ce—Lu [Kr]+4d D (4s,4p,1d,1f)
Hf —TI [Kr]+4d+4f F (4s,4p,3d)
Pb—Rn [Xe]+4f+5d F (2s,2p)




192

Chapter 8: Molecular Propertiesand Analysis

8.74 THE CRENBS PSEUDOPOTENTIAL AT A GLANCE

CRENBS s not available for shaded e ements

(@) No pseudopdential; Pople STO-3G basis used
(b) Hurley, Pados, Christiansen, Ross& Ermler, J. Chem. Phys. 84 (1986 6840

(c) Lalohn Christiansen, Ross Atashroo & Ermler, J. Chem. Phys. 87 (1987 2812
(d) Ross Powers, Atashroo, Ermler, LaJohn& Christiansen, J. Chem. Phys. 93 (1990

6654

Element Core Max Projedor Vaence
H —-He none none (1s)

Li —Ne none none (2s,1p)
Na—Ar none none (3s,2p)
K-Ca none none (4s,3p)
Sc-7n [Ar] P (1s,0p,1d)
Ga—Kr [Ar]+3d D (1s,1p)

Y -Cd [Kr] D (1s,1p,1d)
In—Xe [Kr]+4d D (1s,1p)
La [Xe] D (1s,1p,1d)
Hf —Hg [ X e|+4f F (1s,1p,1d)
TI—Rn [Xe]+4f+5d F (1s,1p)




Chapter 8: Effective Core Potentials

8.75 THE CRENBL PSEUDOPOTENTIAL AT A GLANCE

CRENBL isnot available for shaded elements

(@) No pseudopdential; Pople 6-311G* basis used
(b) Pados & Christiansen, J. Chem. Phys. 82 (1985) 2664
(c) Hurley, Pados, Christiansen, Ross& Ermler, J. Chem. Phys. 84 (1986 6840

(d) LaJohn Christiansen, Ross Atashroo & Ermler, J. Chem. Phys. 87 (1987 2812
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(e) Ross Powers, Atashroo, Ermler, Lalohn& Christiansen, J. Chem. Phys. 93 (1990

6654

(f) Ermler, Ross& Christiansen, Int. J. Quantum Chem. 40 (1991 829
(g) Ross Gayen & Ermler, J. Chem. Phys. 100 (1994) 8145
(h) Nash, Bursten & Ermler, J. Chem. Phys. 106(1997) 5133

Element Core Max Projedor Vaence

H —-He none none (39)

Li —Ne [Hel S (4s,4p)

Na— Mg [Hel S (6s,4p)

Al —Ar [Ne] P (4s,4p)

K —Ca [Ne] P (5s,4p)
Sc—-27n [Ne] P (7s,6p,6d)
Ga—Kr [Ar] P (3s,3p,4d)
Rb - Sr [Ar]+3d D (5s,5p)

Y -Cd [Ar]+3d D (5s,5p,4d)
In—Xe [Kr] D (3s,3p,4d)
Cs—La [Kr}+4d D (5s,5p,4d)
Ce—Lu [Xe€] D (6s,6p,6d,6f)
Hf —Hg [Kr]+4d+4f F (5s,5p,4d)
Tl —Rn [Xe]+4f F (3s,3p,4d)
Fr—-Ra [Xel+4f+5d F (5s,5p,4d)
Ac—-Pu [X €] +4f+5d F (5s,5p,44d,4f)
Am-—Lr [Xe]+4f+5d F (0s,2p,6d,5f)
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8.7.6 THE SRLC PSEUDOPOTENTIAL AT A GLANCE

EY EY
b
e [ d e
19
h | i
| .
| j

SRLC is not available for shaded e ements

(@) No pseudopdential; Pople 6-31G basis used

(b) Fuentedba, Preuss Stoll & Szentpaly, Chem. Phys. Lett. 89 (198) 418

(c) Fuentedba, Szentpaly, Preuss& Stoll, J. Phys. B 18 (1985 1287

(d) Bergner, Dolg, Kiichle, Stoll & Preuss Moal. Phys. 80 (1993) 1431

(e) Nicklass Dolg, Stoll & Preuss J. Chem. Phys. 102 (1995 8942

(f) Schautz, Flad & Dolg, Theor. Chem. Acc. 99 (1998) 231

(9) Fuentedba, Stoll, Szentpaly, Schwerdtfeger & Preuss J. Phys. B 16 (1983)
L323

(h) Szentpaly, Fuentedba, Preuss& Stoll, Chem. Phys. Lett. 93 (198) 555

(i) Kuchle, Dolg, Stoll & Preuss Mol. Phys. 74 (1991) 1245

(J) Kuchle, to be pulished
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Element Core Max Projedor Vaence

H —-He none none (29)

Li —Be [Hel P (2s,2p)
B-N [Hel D (2s,2p)
O-F [Hel D (2s,3p)

Ne [Hel D (4s,4p,3d,1f)
Na-P [Ne] D (2s,2p)
S-Cl [Ne] D (2s,3p)

Ar [Ne] F (4s,4p,3d,1f)
K-Ca [Ar] D (2s,2p)

Zn [Ar]+3d D (3s,2p)
Ga-—As [Ar]+3d F (2s,2p)
Se—Br [Ar]+3d F (2s,3p)

Kr [Ar]+3d G (4s,4p,3d,1f)
Rb - Sr [Kr] D (2s,2p)
In—Sb [Kr]+4d F (2s,2p)
Te—-1 [Kr]+4d F (2s,3p)

Xe [Kr]+4d G (4s,4p,3d,1f)
Cs—Ba [Xel D (2s,2p)

Hg — Bi [Xe]+4f+5d G (2s,2p,1d)
Po — At [Xe]+4f+5d G (2s,3p,1d)
Rn [Xe]+4f+5d G (2s,2p,1d)
Ac—Lr [Xe]+4f+5d G (5s,5p,4d,3f,20)




196 Chapter 8: Molecular Propertiesand Analysis

8.7.7 THE SRSC PSEUDOPOTENTIAL AT A GLANCE

SRSC is not available for shaded € ements

(@) No pseudopdential; Pople 6-311G* basis used

(b) Leininger, Nicklass Kuchle, Stoll, Dolg & Bergner, Chem. Phys. Lett. 255 (1996
274

(c) Kaupp, Schleyer, Stoll & Preuss J. Chem. Phys. 94 (1991) 1360

(d) Dolg, Wedig, Stoll & Preuss J. Chem. Phys. 86 (1987) 866

(e) Andrag Haausrmann, Dolg, Stoll & Preuss Theor. Chim. Acta 77 (1990) 123

(f) Dolg, Stall & Preuss J. Chem. Phys. 90 (1989 1730

(g) Kuchle, Dolg, Stoll & Preuss J. Chem. Phys. 100(1994) 7535

Element Core Max Projedor Vaence
H-Ar none none (39)

Li —Ne none none (4s,3p,1d)
Na—Ar none none (6s,5p,1d)

K [Ne] F (5s,4p)

Ca [Ne] F (4s,4p,2d)
Sc—-27n [Ne] D (6s,5p,3d)
Rb [Ar]+3d F (5s,4p)

Sr [Ar]+3d F (4s,4p,2d)

Y -Cd [Ar]+3d F (6s,5p,3d)
Cs [Kr]+4d F (5s,4p)

Ba [Kr]+4d F (3s,3p,2d,1f)
Ce-Yb [Ar]+3d G (5s,5p,4d,3f)
Hf — Pt [Kr]+4d+4f G (6s,5p,3d)
Au [Kr]+4d+4f F (7s,3p,4d)
Hg [Kr]+4d+4f G (6s,6p,44d)
Ac—Lr [Kr]+4d+4f G (8s,7p,6d,4f)
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8.8 FURTHER READING

Ground State Methods (Chapters 4 and 5)
Basis Sets (Chapter 7)

[1]

[2]
[3]
[4]

[S]
[6]

P. A. Christiansen, W. C. Ermler and K. S. Pitzer, Ann. Rev. Phys. Chem. (1985)
36, 407

P. Pyykko, Chem. Rev. (1988) 88, 563.

M. S. Gordon, and T. R. Cundari, Coord. Chem. Rev. (1996) 147, 87

See articlesby G. Frenking et a, T. R. Cundari et a, and J. Almlof and O.
Gropen, in Reviews in Computional Chemistry, volume 8, edited by K. B.
Lipkowitz and D. B. Boyd (Wiley-VCH, 1996).

L. R. Kahnand W. A. Goddard 111, J. Chem. Phys. (1972) 56, 2685.

Basis sets were obtained from the Extensible Computational Chemistry
Environment Basis Set Database, Version, as developed and distributed by the
Molecular Science Computing Facility, Environmental and Molecular Sciences
Laboratory which is part of the Pacific Northwest L aboratory, P.O. Box 999,
Richland, Washington 99352, USA, and funded by the U.S. Department of
Energy. The Pacific Northwest Laboratory is a multi-program laboratory operated
by Battelle Memorial Institue for the U.S. Department of Energy under contract
DE-ACO06-76RLO 1830. Contact David Feller or Karen Schuchardt for further
information.
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CHAPTER 9 MOLECULAR GEOMETRY CRITICAL POINTS

9.1 EQUILIBRIUM GEOMETRIESAND TRANSITION STRUCTURES

Moleaular potential energy surfaces rely onthe Born-Oppenheimer separation d nuclea
and eledronic motion. Minima on such energy surfaces correspondto the dasscd

picture of equili brium geometries and first-order sadd e points to transition structures.
Both equili brium and transiti on structures are stationary paints. Gradients of equili brium
and trangition structures sioud vanish; charaderisation d the aiticd point requires
consderation d the egenvalues of the Hessan (second derivative matrix). Equili brium
geometries have Hessans whose agenvalues are dl positive. Transtion structures, on the
other hand, have Hessans with exadly one negative egenvalue. That is, atransition
structure is amaximum alongareadion path between two locd minima, but a minimum
in al diredions perpendicular to the path.

The quality of a geometry optimization algorithm is of major importance even the fastest
integral code in the world will be uselessif combined with an inefficient optimization
algorithm that requires excessve numbers of stepsto converge. Thus, Q-Chem
incorporates the most advanced geometry optimisation feaures currently avail able
throughJon Baker’s OPTIMIZE padkage (seeAppendix), aproduct of over ten yeas of
reseach and development.

The key to ogtimizing a moleaular geometry successully isto proceal from the starting
geometry to the final geometry in as few steps as possble. Four factors influencethe path
and number of steps:

* dtarting geometry

e optimizaion agorithm

e quality of the Hessan (and gadient)
e coordinate system

Q-Chem controls the last threeof these, but the starting geometry is lely determined by
the user, and the doser it isto the mnverged geometry, the fewer optimization steps will
be required. Dedasions regarding the optimizing algorithm and the wordinate system are
generally made by the OPTIMIZE padage to maximise the rate of convergence Users
are dleto owverride these dedasions, but in general, thisis not recommended.

Another considerationin minimising ogimizaion time concerns gradient and Hessan
quality. A higher quality Hessan (i.e., analyticd vs. approximate) will i n many cases
lead to faster convergence and hence, fewer optimizaion steps. However, the
construction d an analyticd Hessan requires sgnificant computational eff ort and may
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outweigh the advantage of fewer optimization cycles. Currently available analytical
gradients and Hessians are summarized in Table 9.1.

Level of Theory/ || Analytical || Maximum Angular || Analytical || Maximum Angular
Algorithm Gradients || Momentum Type Hessian Momentum Type

DFT v g x

HF v g v f

MP2 v g x

(V)OD v g x

(V)QCCD v g x

CIS (except RO) v g v f

CFMM v g x

Table9.1 Gradients and Hessians currently available for geometry optimizations

with maximum angular momentum types for analytical derivative
calculations (for higher angular momentum, derivatives are computed
numerically)

9.2 USER-CONTROLLABLE PARAMETERS

Note:  Usersinput starting geometry through the $molecule keyword.

9.2.1 FEATURES

e Cartesan, Z-matrix or interna coordinate systems
» Eigenvector Following (EF) or GDIIS agorithms
» Constrained optimizations

* Equilibrium structure searches

» Transtion structure searches

* Initia Hessian and Hessian update options

9.2.2 JoB CONTROL

Users must first define what level of theory isrequired. Refer back to previous sections
regarding enhancements and customization of these features. EXCHANGE,
CORRELATION (if required) and BAS S $rem variables must be set.

The remaining $rem variables are those specificaly relating to the OPTIMIZE package.
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JOBTYPE
Specifies the calculation
VARIABLE:
STRING
OPT Equilibrium structure optimization
TS Trangition structure optimization

GEOM_OPT_HESSIAN

Hessian status
VARIABLE:

STRING

DEFAULT:

DIAGONAL

OPTIONS:

DIAGONAL Set up (default) diagonal Hessian.

READ

Have exact or initial Hessian. Use asisif Cartesian, or
transform if internals.

GEOM_OPT_COORDS
Controls the type of optimization coordinates

VARIABLE
INTEGER
DEFAULT:
-1 Generate and optimize in internal coordinates, if thisfalls at any
stage of the optimization, switch to Cartesian and continue
OPTIONS:
0 Optimize in Cartesian coordinates
1 Generate and optimize in internal coordinates, if thisfails abort
-1 Generate and optimize in internal coordinates, if thisfalls at any
stage of the optimization, switch to Cartesian and continue
2 Optimize in Z-matrix coordinates, if thisfails abort
-2 Optimize in Z-matrix coordinates, if thisfails during any stage of

the optimization switch to Cartesians and continue

RECOMMENDATION:
Use the default; delocalized internals are more efficient
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GEOM_OPT_TOL_GRADIENT
Convergence on maximum gradient component
VARIABLE:
INTEGER
DEFAULT:
300 = 300 x 10° tolerance on maximum gradient component
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied

GEOM_OPT_TOL_DISPLACEMENT
Convergence on maximum atomic displacement
VARIABLE:
INTEGER
DEFAULT:
1200 = 1200 x 10° tolerance on maximum atomic displacement
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied

GEOM_OPT_TOL_ENERGY
Convergence on energy change of successive optimisation cycles
VARIABLE:
INTEGER
DEFAULT:
100 = 100 x 10° tolerance on maximum gradient component
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied
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GEOM_OPT_MAX _CYCLES
Maximum number of optimisation cycles
VARIABLE:
INTEGER
DEFAULT:
20
OPTIONS:
User defined positive integer
RECOMMENDATION:
Use the default, increase for difficult cases

GEOM_OPT_PRINT
Amount of OPTIMIZE print output

VARIABLE:
INTEGER
DEFAULT:
3 Error messages, summary, warning, standard information and
gradient print out
OPTIONS:
0 Error messages only
1 Leve 0 plus summary and warning print out
2 Level 1 plus standard information
3 Level 2 plus gradient print out
4 Level 3 plus hessian print out
5 Level 4 plusiterative print out
6 Level 5 plusinternal generation print out
7 Debug print out

RECOMMENDATION:
Use the default

9.2.3 CUSTOMIZATION

GEOM_OPT_SYMFLAG
Controls the use of symmetry in OPTIMIZE

VARIABLE:

INTEGER
DEFAULT:

1 Make use of point group symmetry
OPTIONS:

1 Make use of point group symmetry

0 Do not make use of point group symmetry

RECOMMENDATION:
Use default
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GEOM_OPT_MODE

Determines Hessian mode followed during TS search
VARIABLE:

INTEGER
DEFAULT:

0 Mode following off
OPTIONS:

0 Mode following off

n Maximise along mode n
RECOMMENDATION:

Use default

GEOM_OPT_MAX DIIS
Controls maximum size of subspace for GDIIS
VARIABLE:
INTEGER
DEFAULT:
0 Do not use GDIIS
OPTIONS:
0 Do not use GDIIS
-1 Default size = min(NDEG, NATOMS, 4) NDEG = number of
molecular degrees of freedom
n Size specified by user
RECOMMENDATION:
Use default or do not set n too large

GEOM_OPT_DMAX
Maximum allowed step size. Value supplied is multiplied by 10°

VARIABLE:
INTEGER
DEFAULT:
300 =03
OPTIONS:

n User-defined cutoff
RECOMMENDATION:
Use default
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GEOM_OPT_UPDATE
Controls the Hessian update algorithm

VARIABLE:
INTEGER
DEFAULT:
-1 Use the default update algorithm
OPTIONS:
-1 Use the default update algorithm
0 Do not update the Hessian (not recommended)
1 Murtagh-Sargent update
2 Powell update
3 Powell/Murtagh-Sargent update (TS default)
4 BFGS update (OPT default)
5 BFGS with safeguards to ensure retention of positive definiteness
(GDISS default)
RECOMMENDATION:
Use default

GEOM_OPT_LINEAR_ANGLE
Threshold for near linear bond angles (degrees)
VARIABLE:
INTEGER
DEFAULT:
165 degrees
OPTIONS:
n User-defined level
RECOMMENDATION:
Use default

Comment:  Molecular Critical Points Beginning With Anaytical Hessian

As outlined, the rate of convergence of the iterative optimization process is dependent on
anumber of factors, one of which isthe use of aninitial analytic Hessian. Thisiseasily
achieved by instructing Q-Chem to calculate an analytic Hessian and proceed then to
determine the required critical point. Thisisillustrated in the following example.
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9.2.4 EXAMPLE

$nol ecul e
01

JOBTYPE FREQ Cal cul ate an anal yti c Hessi an
EXCHANGE HF

BASI S 6- 313 D)

$end

Now proceed with the Optim zation making sure to read in the
anal yti c Hessian (use other avail able infornmation too)

@22

$nol ecul e

READ

$end

$rem

JOBTYPE oPT
EXCHANGE HF

BASI S 6- 31G( D)
SCF_GUESS READ
GEOM _OPT_HESSI AN READ Have the initial Hessian
$end

Example9.1 Geometry optimizaionfor H,O starting with an analytic Hessan
9.3 CONSTRAINED OPTIMIZATION

9.3.1 INTRODUCTION

Condgtrained ogtimizationrefersto the optimizaion d moleaular structures (transition a
equili brium) in which certain parameters (e.g., bondlengths, bondangles or dihedral
angles) are fixed. Jon Baker’s OPTIMIZE padkage implemented in the Q-Chem program
has been modified to hande constraints diredly in delocdized internal coordinates using
the method d Lagrange multipliers (see gpendix). Constraints are impased in an $opt
keyword sedion d the inpu file.

Fedures of constrained ogtimizaionsin Q-Chem are:
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» Starting geometries do nd have to satisfy impaosed constraints
» Delocdized interna coordinates are the most efficient system for large moleaules
*  Q-Chem’sfreeformat $opt sedion al ows the user to apply constraints with ease

Note: The $opt input sedionis case-insensitive and freeformat, except that there
shoud be no space athe start of eadth line.

9.3.2 GEOMETRY OPTIMIZATION WITH GENERAL CONSTRAINTS

CONSTRAINT and ENDCONSTRAINT define the beginning and end, respedively, of
the mnstraint sedion d $opt within which users may spedfy upto six diff erent types of
congtraints:

interatomic distances (angstroms, value > 0.0):
stre at ol at ont val ue

angles (degrees, 180.0 = value = 0.0); atom?2 is the midde &om of the bend:
bend at ol at ont at on8 val ue

out-of-plane-bends (degrees, 180.0 > value > -180.0); angle between atom4 and the
atoml-atom2-atom3 plane:
outp at ol at ont at on8 at omt val ue

dihedral angles (degrees, 1800 = value > -180.0); angle the plane atom1-atom2-atom3

makes with the plane atom2-atom3-atomd:
tors at oml at on? at onB at omd val ue

coplanar bends (degrees, 1800 > value > -180.0); bending d atoml-atom2-atom3 in the
plane atom2-atom3-atomy:
l'inc at ol at ont at on8 at omt val ue

perpendicular bends (degrees, 180.0 = value > -180.0); bending d atoml-atom2-atom3

perpendicular to the plane atom2-atom3-atom:
l'inp at onil at on? at onB atond val ue
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9.3.3 FROZENATOMS

Absolute atom positions can be frozen with the FIXED section. The section starts with
the FIXED keyword as the first line and ends with the ENDFIXED keyword on the last.
The format to fix a coordinate or coordinates of an atomiis:

at om coordi nate_reference

coordinate_reference can be any combination of up to three characters X, Y and Z to
specify the coordinate(s) to be fixed: X, Y, Z, XY, XZ, YZ, XYZ. The fixing characters
must be next to each other. e.g.,

FI XED
2 XY
ENDFI XED

means the x-coordinate and y-coordinate of atom 2 are fixed, whereas

FI XED
2 X Y
ENDFI XED

will yield erroneous results.

Note:  When the FIXED section is specified within $opt, the optimization coordinates
will be Cartesian.

9.34 DumMmY ATOMS

DUMMY defines the beginning of the dummy atom section and ENDDUMMY its
conclusion. Dummy atoms are used to help define constraints during constrained
optimizations in Cartesian coordinates. They cannot be used with delocalized internals.

All dummy atoms are defined with reference to alist of real atoms, that is, dummy atom
coordinates are generated from the coordinates of the real atoms from the dummy atoms
defining list (see below). There are three types of dummy atom:

1. Positioned at the arithmetic mean of the up to 7 real atomsin the defining list

2. Positioned a unit distance along the normal to a plane defined by three atoms, centred
on the middle atom of the three

3. Positioned a unit distance along the bisector of agiven angle
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The format for declaring dummy atomsis:

DUMWY

I dum type list_length defining_list

ENDDUMWY

idum center number of defining atom (must be one greater than the total number
of real atomsfor the first dummy atom, two greater for second etc.)

type type of dummy atom (either 1, 2 or 3; see above)

list_length  number of atomsin the defining list
defining_list list of up to 7 atoms defining the position of the dummy atom

Once defined, dummy atoms can be used to define standard internal (distance, angle)
constraints as per the constraints section, above.

Warning: The use of dummy atoms of type 1 has never progressed beyond the
experimental stage.

9.35 DuMMY ATOM PLACEMENT IN DIHEDRAL CONSTRAINTS

Bond and dihedral angles cannot be constrained in Cartesian optimizations to exactly 0°
or £180°. Thisis because the corresponding constraint normals are zero vectors. Also,
dihedral constraints near these two limiting values (within, say 20°) tend to oscillate and
are difficult to converge.

These difficulties can be overcome by defining dummy atoms and redefining the
constraints with respect to the dummy atoms. For example, a dihedral constraint of 180°
can be redefined to two constraints of 90° with respect to a suitably positioned dummy
atom. The same thing can be done with a 180° bond angle (long afamiliar usein Z-
matrix construction).
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Typical usageisasfollows:

Internal Coordinates || Cartesian Coordinates
$opt $opt

CONSTRAI NT DUMWY

tors | J KL 180.0 M2 1 J K
ENDCONSTRAI NT ENDDUMWY

$end CONSTRAI NT

tors | J KM
tors MJ KL
ENDCONSTRAI NT
$end

90
90

Table9.2 Comparison of dihedral angle constraint method for adopted coordinates.

The order of atomsisimportant to obtain the correct signature on the dihedral angles. For
a0° dihedra constraint, Jand K should be switched in the definition of the second
torsion congtraint in Cartesian coordinates.

Note: Inadmost al casesthe above discussion is somewhat academic, asinternd
coordinates are now best imposed using delocalized internal coordinates and
there is no restriction on the constraint values.

9.3.6 ADDITIONAL ATOM CONNECTIVITY

Normally delocalized internal coordinates are generated automatically from the input
Cartesian coordinates. Thisis accomplished by first determining the atomic connectivity
list (i.e., which atoms are formally bonded) and then constructing a set of individual
primitive internal coordinates comprising all bond stretches, all planar bends and all
proper torsions that can be generated based on the atomic connectivity. The delocalized
internal are in turn constructed from this set of primitives.

The atomic connectivity depends ssmply on distance and there are default bond lengths
between al pairs of atomsin the code. In order for delocalized internals to be generated
successfully, al atoms in the molecule must be formally bonded so as to form a closed
system. In molecular complexes with long, weak bonds or in certain transition states
where parts of the molecule are rearranging or dissociating, distances between atoms may
be too great for the atoms to be regarded as formally bonded, and the standard atomic
connectivity will separate the system into two or more distinct parts. In this event, the
generation of delocalized internal coordinates will fail.

Additional atomic connectivity can be included for the system to overcome this
difficulty.

CONNECT defines the beginning of the additional connectivity section and
ENDCONNECT the end. The format of the CONNECT section is:
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CONNECT

at om list_length list

ENDCONNECT

atom atom for which additional connectivity is being defined
list_length  number of atomsin the list of bonded atoms

list list of up to 8 atoms considered as being bonded to the given atom

9.3.7 EXAMPLE

$coment

met hanol geom opt with constraints in bond | ength and bond
angl es.

$end

$nol ecul e

01

C 0. 141915 0. 332682 0. 000000
0] 0. 141915 -1.088318 0. 000000
H 1. 186989 0. 656186 0. 000000
H - 0. 348433 0. 742676 0. 887862
H - 0. 348433 0. 742676 -0. 887862
H -0. 773953 -1. 385902 0. 000000
$end

$rem

GEOM OPT_PRI NT 6

GEOM_OPT_COORDS 2

JOBTYPE oPT

EXCHANGE HF

BASI S 3-21G Basi s Set

$end

$opt

CONSTRAI NT

stre 1 6 1.8

bend 2 1 4 110.0

bend 2 1 5 110.0

ENDCONSTRAI NT

$end

Example 9.2 Methanol geometry optimization with constraints.
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9.3.8 SUMMARY

$opt

CONSTRAI NT

stre at ol at ont val ue

béhd at ol at ont at on8 val ue

bﬁip at onil at on? at onB atond val ue
ib%s at ol at ont at on8 at omt val ue
iihc at ol at ont at on8 at omt val ue
iihp at onil at on? at onB atond val ue
ENDCONSTRAI NT

Fl XED

at om coordi nate_reference

ENDFI XED

DUMWY

I dum type list_length defining_list
ENDDUMVY

CONNECT

at om list_length list

ENDCONNECT

$end

9.4 FURTHER READING

Appendix A on geometry optimization.
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CHAPTER 10 M OLECULAR PROPERTIESAND ANALYSIS

10.1 INTRODUCTION

Q-Chem hasincorporated a number of molecular properties and wavefunction analysis
tools, summarised as follows:

* Chemica solvent models

e Population analysis

e Vibrationa analysis

» Interface to the Natural Bond Orbital package
e Molecular orbital symmetries

e Multipole moments

» Datageneration for 2-d or 3-d plots

10.2 CHEMICAL SOLVENT M ODELS

Ab initio quantum chemical programs enable the accurate study of large molecules
properties in the gas phase. However, some of these properties change significantly in
solution. The largest changes are expected when going from vapour to polar solutions.
Although in principleit is possible to model solvation effects upon the solute properties
by supermolecular (cluster) calculations (e.g., by averaging over severa possible
configurations of the first solvation shell)., these calculations are very demanding.
Furthermore, the supermolecular calculations cannot, at present, provide accurate and
stable hydration energies, for which long-range effects are very important. An accurate
prediction of the hydration free energiesis necessary for computer modelling of chemical
reactions and ligand-receptor interactions in agqueous solution. Q-Chem contains two
solvent models, which differ greatly in their level of sophistication and realism. The
crude and simple Onsager model is described first, followed by the much more advanced
Langevin dipoles model developed by Jan Florian and Arieh Warshel of the University
of Southern California.

10.2.1 ONSAGER DiPOLE CONTINUUM SOLVENT

Q-Chem offers a solvent model based on that originally attributed to Onsager [1] in
which the solute is placed in a spherical cavity surrounded by a continuous medium. The
Onsager model requires two parameters: the cavity radius a, and a dielectric constant .
Typically, the cavity radiusis calculated using

ad=3V, /4nN (10.1)
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whereV _ isobtained from experiment (moleaular weight/density) [2] andNis
Avogadro’s number. It is also commonto add Q5 A to the value of a, from (10.1) to
acourt for the first solvation shell [3].

Seethe review by Tomas and Perisco [4] for further insights into continuum solvent
models.

The $rem variables associated with running Onsager readion field cdculations are
documented below. Q-Chem requires at least single point energy cdculation $rem
variables BAS S EXCHANGE and CORRELATION (if required) in addition to the
Onsager spedfic variables SOLUTE_RADIUS and SOLVENT _DIELECTRIC.

SOLUTE_RADIUS
Sets the Onsager solvent model cavity radius
VARIABLE:
INTEGER a,=SOLUTE_RADIUS/10000
DEFAULT:
No default
OPTIONS:
User-defined
RECOMMENDATION:
Use guation (10.1)

SOLVENT_DIELECTRIC
Setsthe dieledric constant of the Onsager solvent continuum
VARIABLE:
INTEGER €=SOLVENT_DIELECTRIC/10000
DEFAULT:
No default
OPTIONS:
User-defined
RECOMMENDATION:
As per required solvent

10.2.2 LANGEVIN DIPOLES SOLVATION MODEL

Q-Chem provides the option to caculate moleaular propertiesin aqueous olution and
the magnitudes of the hydration free @ergies by the Langevin dpales (LD) solvation
mode developed by Jan Floridn and Arieh Warshel [5,6], of the University of Southern
Cdliifornia. Inthismodel, a solute moleauleis surrounced by a sphere of point dipdles,
with centersona aubic lattice Each of these dipoles (cdled Langevin dpoles) changes
its 3ze and aientationin the dedrostatic field of the solute and the other Langevin
dipdes. The dedrogstatic field from the solute is determined rigorously by the
integration d its charge density, whereas for dipde-dipde interadions, a12 A cutoff is
used. The QChem/ChemSol 1.0 implementation o the LD model isfully self-consistent
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in that the molecular quantum mechanical calculation takes into account solute-solvent
interactions. Further details on the implementation and parametrization of this model can
be found in the origina literature [5,7].

The results of ChemSol calculations are printed in the standard output file. Below isa
part of the output for a calculation on the methoxide anion (corresponding to the sample
input given later on, and the sample file in the $QC/samples directory).

Iterative Langevin Dipoles (ILD) Results (kcal/nol):

LD El ectrostatic energy -86. 14
Hydr ophobi ¢ ener gy 0. 28
van der Waal s energy (VdW -1.95
Bul k correction -10. 07
Sol vation free energy d@ I LD) -97. 87

The total hydration free energy, AG(ILD) is calculated as a sum of severa contributions.
Note that the electrostatic part of AG is calculated by using the linear-response
approximation [5] and contains contributions from the polarization of the solute charge
distribution due to itsinteraction with the solvent. This results from the self-consistent
implementation of the Langevin dipoles model within Q-Chem.

In order for an LD calculation to be carried out by the ChemSol program within Q-
Chem, the user must specify asingle-point HF or DFT calculation (i.e. at least REM
variables BAS S EXCHANGE and CORRELATION) in addition to setting CHEMSOL
REM variable to 1 in the $rem keyword section.
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CHEMSOL
Controls the use of ChemSol in Q-Chem
VARIABLE:
INTEGER
DEFAULT:
0 Do not use ChemSol
OPTIONS:
1 Perform a ChemSol calculation

CHEMSOL_EFIELD
Determines how the solute charge distribution is approximated in evaluating the
electrostatic field of the solute.

VARIABLE:

INTEGER
DEFAULT:

1 Exact solute charge distribution is used.
OPTION:

0 Solute charge distribution is approximated by Mulliken
atomic charges. Thisis afaster, but less rigorous
procedure.

CHEMSOL_NN
Sets the number of grids used to calculate the average hydration free energy.
VARIABLE:
INTEGER
DEFAULT:
5 AGhygr will be averaged over 5 different grids
OPTIONS:

n number of different grids (Max = 20).
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10.2.3 CUSTOMIZING LANGEVIN DIPOLES SOLVATION CALCULATIONS

Accurate calculations of hydration free energies require ajudicious choice of the solute-
solvent boundary in terms of atom-type dependent parameters. The default atomic van
der Waalsradii available in Q-Chem were chosen to provide reasonable hydration free
energies for most solutes and basis sets. These parameters basically coincide with the
ChemSol 2.0 radii given in reference [7]. The only difference between the Q-Chem and
ChemSol 2.0 atomic radii stems from the fact that Q-Chem parameter set uses
hybridization independent radii for carbon and oxygen atoms.

User-defined atomic radii can be specified in the $van_der_waals section of the input file
after setting READ_VDW REM variable to true. Two different (mutually exclusive)
formats can be used, as shown below (Table 10.1). The purpose of format 2 isto permit
the user to customize the radius of specific atoms, rather than ssmply by atomic numbers
asinformat 1. Theradii of atomsthat are not listed in the $van_der_waals input will be
assigned default values. The atomic radii that were used in the calculation are printed in
the ChemSol part of the output file in the column denoted rp.

$van_der waals
1
atomic number VdW radius (A)

éénd

$van_der_ waals

2

sequential atom num ber VdW radius (A)

éénd

Figure10.1  The two different formats available for the input of user-defined atomic
radii for ChemSol calculations in Q-Chem. The first format associates
input radii with atomic numbers. The second format associates input
radii with individual atoms, in the order they appear in the $molecule
section.
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10.2.4 EXAMPLE

$nol ecul e
-1 1
C . 0000 . 0000 -. 5274
O . 0000 . 0000 . 7831
H . 0000 1.0140 -1.0335
H . 8782 -.5070 -1.0335
H -.8782 -.5070 -1.0335
$end
$rem
EXCHANGE HF
BASI S 6- 31G Basi s Set
SCF_CONVERGENCE 6
CHEMSOL 1
READ VDW true
$end
$van_der waal s
2
12.5
$end

Example 10.1 A Langevin dipoles calculation on the methoxide anion. A customized
value is specified for the radius of the C atom.
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10.3 WAVEFUNCTION ANALYSIS

Q-Chem performs a number of standard wavefunction analyses by default. Switching the
$rem variable WAVEFUNCTION_ANALYS Sto FALSE will prevent the calculation of

all wavefunction analysis features (described in this section). Alternatively, each
wavefunction analysis feature may be controlled by its $rem variable. (The NBO package
which isinterfaced with Q-Chem is capable of performing more sophisticated analyses.
See later in this chapter and the NBO manual for detalls).

WAVEFUNCTION_ANALYSIS
Controls the running of the default wavefunction analysis tasks
VARIABLE:
LOGICAL
DEFAULT:
TRUE Perform default wavefunction analysis
OPTIONS:
TRUE Perform default wavefunction analysis
FALSE Do not perform default wavefunction analysis

Note:  WAVEFUNCTION_ANALYS Shas no effect on NBO, solvent models or
vibrational analyses.

10.3.1 POPULATION ANALYSIS

The one-electron charge density, usualy written as

p(r)=> PLe,(ag () (10.2)

represents the probability of finding an electron at the point r, but implies little regarding
the number of electrons associated with a given nucleus in a molecule. However, since
the number of electrons N is related to the occupied orbitals ¢, by

N/2
N =25 () dr (10.3)

we can substitute the basis expansion of ¢, into (8.3) and obtain

N = Z Z PuS. = (PS),, =trPS (10.4)

u

where we interpret (PS),,, as the number of electrons associated with ¢,. If the basis
functions are atom-centred, the number of electrons associated with a given atom can be
obtained by summing over al the basis functions. This leads to the Mulliken formula for
the net charge of the atom A
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Op=Zp— ;(PS)W (105)
u
where Z, isthe @om’s nuclea charge. Thisis cdled a Mulli ken popuation analysis [8].
Q-Chem performs a Mulli ken popuation analysis by defaullt.

POP_MULLIKEN
Controlsrunnng d Mulli ken popuation analysis

VARIABLE:

LOGICAL/INTEGER
DEFAULT:

TRUE (1) Calculate Mulli ken popuation
OPTIONS:

FALSE (0) Do na cdculate Mulli ken Popuation
TRUE (1) Calculate Mulli ken popuation

2 Also cdculate shell popuationsfor eat occupied arbital.
RECOMMENDATIONS:
TRUE. Trivial additional cdculation

10.3.2 MULTIPOLE MOMENTS

Q-Chem can compute Cartesian multi pole moments of the charge density to arbitrary
order.

MULTIPOLE_ORDER
Determines highest order of multipole moments to print if wavefunction analysis
requested
VARIABLE:
INTEGER
DEFAULT:
4
OPTIONS:
n Calculate momentsto n" order
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10.3.3 SYMMETRY DECOMPOSITION

Q-Chem'’ s default isto write the SCF wave function moleaular orbital symmetries and
energiesto the output file. If requested, a symmetry decomposition d the kinetic and
nuclea attradion energies can also be cdculated.

SYMMETRY_DECOMPOSITION
Determines ymmetry decompositions to cdculate
VARIABLE:
INTEGER
DEFAULT:
1 Calculate MO eigenvalues and symmetry (if avail able)
OPTIONS:
0 No symmetry decomposition
1 Calculate MO eigenvalues and symmetry (if avail able)
2 Perform symmetry decomposition d kinetic energy and niwclea
attradion matrices

10.4 VIBRATIONAL ANALYSIS

Vibrational analysisis an extremely important todl for the quantum chemist, supdying a
moleaular fingerprint which isinvaluable for aiding identification d moleaular spedesin
many experimental studies. Q-Chem includes avibrational analysis package that can
cdculate vibrational frequencies and their Raman [9] and infrared adivities. Vibrational
frequencies are cdculated by either using an analytic Hessan (if avallable, Table 9.1) or,
numericd finite diff erence of the gradient. The default settingin Q-Chem isto use the
highest analyticd derivative order avail able for the requested theoreticd method

Following avibrational analysis, Q-Chem computes useful statisticd thermodyramic
properties at standard temperature and presaure, including: zero-point vibration energy
(ZPVE) and, trandational, rotational and Mvibrational, entropies and enthalpies.

The performance of various ab initio theories in determining vibrational frequencies has
been well documented. Seereferences[10,11,12].

10.4.1 JoB CONTROL

In order to carry out afrequency analysis users must at a minimum provide amoleaule
within the $molecule keyword and define an appropriate level of theory within the $rem
keyword using the $rem variables EXCHANGE, CORRELATION (if required) (Chapter
4) and BAS S (Chapter 6). Sincethe default type of job (JOBTYPE) isasinge point
energy (SP) cdculation, the JOBTYPE $rem variable must be set to FREQ.

It isvery important to nde that avibrational frequency analysis must be performed at a
stationary paint onthe potential surfacethat has been oggimized at the same level of
theory. Therefore avibrational frequency analysis most naturally foll ows a geometry
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optimization in the same input deck, where the molecular geometry is obtained (see
examples).

JOBTYPE
Specifies the calculation.
VARIABLE:
STRING
OPTION:
FREQ Frequency Calculation

The standard output from a frequency analysisincludes the following. At the time of
writing, isotopic substitution is not yet available.

* Vibrational frequencies

* Raman and IR activities and intensities (requires $rem DORAMAN)
e Atomic masses

e Zero-point vibrationa energy

e Trandational, rotational, and vibrational, entropies and enthal pies

Severd other $rem variables are available that control the vibrational frequency analysis.
In detail, they are:

DORAMAN
Controls calculation of Raman intensities. Requires JOBTYPE to be set to FREQ
VARIABLE:
LOGICAL
DEFAULT:
FALSE Do not calculate Raman intensities
OPTIONS:
FALSE Do not calculate Raman intensities
TRUE Do calculate Raman intensities
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VIBMAN_PRINT

Controls level of extra print out for vibrational analysis

VARIABLE:
INTEGER
DEFAULT:
1 Standard full information print out
OPTIONS:
1 Standard full information print out
3 Level 1 plusvibrational frequenciesin atomic units
4 Level 3 plus mass-weighted Hessian matrix, projected mass-
weighted Hessian matrix
6 Level 4 plus vectors for trandations and rotations projection

matrix

RECOMMENDATION:
Use default

223
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10.4.2 EXAMPLE

$nol ecul e
1

[oR=

FC, 1, FCO
, HC, 1, HCP, 3, 180.0

HCO=120.0
$end

$rem
j obt ype
exchange
basi s
$end

@ao

$nol ecul e
READ
$end

opt
edf 1
6- 31+&

$rem
j obt ype
exchange
basi s
$end

freq
edf 1
6- 31+G

Example 10.2 An EDF1/6-31+G* optimization, followed by avibrational analysis.
Doing the vibrational analysis at a stationary point is necessary for the
results to be valid.
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10.5 INTERFACE TO THE NBO PACKAGE

Q-Chem hasincorporated the Natural Bond Orbital package (v4.0) for molecular
properties and wavefunction analysis. The NBO package is invoked either by setting the
$remvariable NBO to TRUE and isinitiated after the SCF wavefunction is obtained.
Users are referred to the NBO users manual for options and details relating to
exploitation of the features offered in this package.

10.5.1 JoB CONTROL

If switched on for a geometry optimization, the NBO package will only be invoked at the
end of the last optimization step.

NBO
Controls the use of the NBO package
VARIABLE:
LOGICAL
DEFAULT:
FALSE Do not invoke the NBO package
OPTIONS:
FALSE Do not invoke the NBO package
TRUE Do invoke the NBO package
$nbo
{NBO program keywords, paraneters and options}
$end

Figure10.2  Genera format for requesting the NBO program from Q-Chem.

Notes: (1) $rem variable NBO must be set to TRUE before the $nbo keyword is
recognized.
(2) Q-Chem does not currently support facets of the NBO package which
require multiple job runs.
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10.6 PLOTTING DENSITIESAND ORBITALS

The best way to visualize the charge densities and molecular orbitals that Q-Chem
evauatesiswith an integrated graphical user interface. Alternatively, Q-Chem can
evaluate arange of densities and orbitals on a user-specified grid of points by invoking
the $plots option, which isitself enabled by requesting IANLTY = 200.

The format of the $plotsinput is documented below. It permits molecular orbitalsto be
plotted. Additionally the SCF ground density can be plotted, as well as excited state
dengties (at either the CIS, RPA or TDDFT/TDA or TDDFT). Also in connection with
excited states, either transition densities or attachment-detachment densities (at the same
levels of theory given above) can be plotted as well.

The output from the $plots command is one (or several) ASCII filesin the working
directory, named plots.mo, etc. The results then must be visualized with athird party
program capable of making 3-d plots.

An example of the use of the $plots option is the following input deck:

$nol ecul e
01
HO0.0 0.0 0.35
HO0.00.0-0.35
$end
$rem
exchange = hf
basi s = 6-31g**
lanlty = 200
$end
$pl ots
pl ot the HOMO and the LUMO on a line
10.00.0
10.00.0
15 -3.0 3.0
2000
12
$end

Example 10.3 A job that evaluates the H, HOMO and LUMO on a1 by 1 by 15 grid,
along the bond axis. The plotting output isin an ASCII file called plot.mo,
which lists for each grid point, X, y, z, and the value of each requested MO.
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$pl ots

*  One omment line
My comment here. ..

» Spedficaion d the 3-d mesh of pointson 3lines:
NX xmn xmax (# X pants, x rangein Angstroms)
Ny ymn ymax
Nz zmn znmax

* Alinewith 4integersindicaing hav many thingsto plot:
NMO NRho NTrans NDA

* An ogiond linewith the integer list of MO'sto evauate (only if NMO > 0)
MX(1) MX2) ... MINMO

e An ogiond linewith the integer list of densities to evauate (only if NRho > 0)
Rho(1l) Rho(2) ... Rho(NRhO)

* An opiona linewith the integer list of trangition dengties (only if Ntrans > 0)
Trans(1l) Trans(2) ... Trans(NTrans)

e An ogiond line with states for detachment/attachment densities (only if NDA > 0)
DA(1) DA(2) ... DA(NDA)

$end

Figure10.3 Genera format for the $plots sedion d the Q-Chem inpu deck.

Line 1 of the $plots keyword sedionisreserved for comments. Lines 2-4 list the number
of one dimension pants and the range of the grid (note that coordinate ranges arein
Angstroms, while dl output isin atomic units). Line 5 must contain 4 nonnegative
integers indicaing the number of: moleaular orbitals (Nmo), eledron densities (Nrho),
trangition densiti es and attadh/detach densities (Nda), to have mesh values cdculated.
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Thefinal lines eafy which MOs, eledron densities, trangition densitiesand CIS
attadh/detach states are to be plotted (the line can be left blank, or removed, if the
number of itemsto plot iszero). Moleaular orbitalsare numbered 1... Na, Na + 1 ... Na
+ NB; eledron densities numbered where 1= groundstate, 2 = first excited state, 3 =
seandexcited state, etc.; and attadh/detach spedfied from state 1 — Nda.

All output datais printed to filesin the working dredory, overwriting any existing file
of the same name. Moleaular orbital datais printed to afile cdled “plot.mo”; densities to
“plots.hf”; restricted urrelaxed attachment/detachment analysis to “ plot.attach.al pha”
and “plot.detach.alpha”; unrestricted urrelaxed attachment/detachment analysisto
“plot.attach.alpha”, “plot.detach.alpha”, “plot.attach.beta” and “ plot.detach.beta”;
restricted relaxed attacdhment/detachment analysis to “plot.attach.rix.alpha” and
“plot.detach.rix.alpha’; unrestricted relaxed attachment/detachment analysis to
“plot.attach.rix.alpha”, “plot.detach.rIx.alpha’, “plot.attach.rlx.beta” and
“plot.detach.rix.beta”. Output is printed in atomic units - coordinates first followed by
item value.

x1 yl z1 al a2 .... aN
X2 yl z1 bl b2 .... DbN

Figure10.4 Fileoutput format for all raw plotting data.
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10.7 ELECTROSTATIC POTENTIALS

Q-Chem can evaluate electrostatic potentials on agrid of points. Electrostatic potential
evaluation is controlled by the $rem variable IGDESP, as documented bel ow:

IGDESP
Controls evaluation of the electrostatic potential on agrid of points. 1f enabled,
the output isin an ACSII file, plot.esp, in the format x,y,z,esp for each point.
VARIABLE:
INTEGER
DEFAULT:
none no electrostatic potential evaluation
OPTIONS:
-1 read grid input via the $plots section of the input deck
+n read n grid points from the ACSII file ESPGrid

The following example illustrates the evaluation of e ectrostatic potentials on a grid:

$nol ecul e
01
HO0.0 0.0 0.35
HO0.0 0.0 -0.35
$end
$rem
exchange = hf
basi s = 6-31g**
lanlty = 200
$end
$pl ots
pl ot the HOMO and the LUMO on a line
10.00.0
10.00.0
15 -3.0 3.0
2000
12
$end

Example 10.4 A job that evaluates the electrostatic potential for H, onal by 1 by 15
grid, along the bond axis. The output isin an ASCII file called plot.esp,
which lists for each grid point, X, y, z, and the electrostatic potential.
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CHAPTER 11 EXTENDED CUSTOMIZATION

11.1 USER-DEPENDENT AND M ACHINE-DEPENDENT CUSTOMIZATION

Q-Chem has developed a smple medhanism for users to set user-defined long-term
defaultsto owerride the built-in program defaults. Such defaults may be most suited to
madhine spedfic feaures sich as memory al ocaion, as the total avail able memory will
vary from madine to macdine depending onspedfic hardware and acourting
configurations. However, users may identify other important uses for this customizaion
fedure.

Q-Chem obtains inpu initiai zation variables from four sources:

1. userinpufile

2. $HOME/.qchenrcfile

3. $QC/config/preferencesfile
4. program defaults

The order of preferenceof initiaisationis simmarised in the diagram contained in Figure
11.1, where the higher placel inpu medanism overrides the lower.

Detall s of the requirements of the Q-Chem inpu file have been discussed in detail in this
manual and in addition, many of the various program defaults which have been set by
Q-Chem. However, in reviewing the variables and defaults, users may identify $rem
variable defaults that they find too limiti ng a., variables which they find repeaedly neal
to be set within their inpu files for maximum exploitation d Q-Chem’sfedures. Rather
than continually having to remember to placesuch variables into the Q-Chem inpu fil e,
users are aleto set longterm defaults which are read ead time the user runs a Q-Chem
job. Thisisdore by padng these defaults into the fil e .qchemrc stored in the users home
directory. Additionaly, system administrators can override Q-Chem defaults with an
additional preferences file in the $QC/config diredory achieving a hierarchy of inpu as
il ustrated in figure 11.1.

Note: The.gchemrc and preferences fil es are nat requisites for running Q-Chem and
currently only suppat $rem keywords.
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| Input file '

[ .qchemrc )
|

| preferences '
|

| Q-Chem defaults '

Figure11.1  Diagram of input initialisation override settings. The higher mechanism
indicates override preference of lower mechanisms of input.

1111 .QCHEMRC AND PREFERENCESFILE FORMAT

The format of the .qchemrc and preferences filesis similar to that for the input file,
except that only a $rem keyword section may be entered, terminated with the usual $end
keyword. Any other keyword sections will be ignored.

It isimportant that the .qchemrc and preferences files have appropriate file permissions
so that they are readable by the user invoking Q-Chem.
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$rem
remvari abl e option conment
remvari abl e option conment
$end

Figure11.2  Format of the .qchemrc and preferences files

$rem

| NCORE_| NTS_ BUFFER 4000000 Mbre integrals in nenory

DIIS SUBSPACE_SIZE 5 Modi fy max DI IS subspace size
THRESH 10

$end

Example 11.1 An example of a.qchemrc file to apply program default override $rem
settingsto all of the user’s Q-Chem jobs.

11.1.2 RECOMMENDATIONS

As mentioned, the austomization files are spedficaly suited for pladng longterm
madhine spedfic defaults, as clealy some of the defaults placed by Q-Chem will not be
optimal onlarge or very small madines. The following $rem variables are examples of
those which shoud be considered, but the user isfreeto include & few or as many as
desired (CD_DISK, INCORE_INTS BUFFER, MEMORY, SCF_CONVERGENCE,
THRESH, NBO).

Q-Chem will print awarning message to advise the user if a $rem keyword sedion has
been deteded in either .qchemrc or preferences.
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11.2 Q-CHEM AUXILIARY FILES ($QCAUX)

The $QCAUX environment variable determines the diredory where Q-Chem seaches for
datafiles and the madine license. Thisdiredory defaults to $QC/aux. Presently, the
$QCAUX contains four subdredories: atoms, basis, drivers and license. The atoms
diredory contains data used for the SAD (Chapter 4) SCF density guess basis contains
the exporents and contradion coefficients for the standard basis sts avail able in Q-Chem
(Chapter 7); drivers contains important information for Q-Chem’s AOINTS padkage and
the license diredory contains the user license. By setting the $QCAUX variable, the aux
diredory may be moved to a separate location from the rest of the program, e.g., to save
disk space Alternatively, one may place asoft link in $QC to the adual aux diredory.

Usersshould not alter any filesor directorieswithin $QCAUX unless directed by
Q-Chem, Inc.

11.3 ADDITIONAL Q-CHEM OUTPUT

The following feaures are under development and users are alvised that those presented,
and the format requirements to invoke them, are subjed to change in future releases.

11.3.1 THIRD PARTY FCHK FILE

Q-Chem can be instructed to ouput athird party “fchk” file, “ Test.FChk”, to the working
diredory by setting the $rem variable GUI to 2 Please note that for future releases of
Q-Chem thisfeaure, and the method wsed to invoke it, is sibjed to change.
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APPENDIX A GEOMETRY OPTIMIZATION WITH Q-CHEM

A.1 |INTRODUCTION

Geometry optimization refers to the determination of stationary points, principally
minima and transition states, on molecular potential energy surfaces. It isan iterative
process, requiring the repeated calculation of energies, gradients and (possibly) Hessians
at each optimization cycle until convergence is attained. The optimization step involves
modifying the current geometry, utilizing current and previous energy, gradient and
Hessian information to produce a revised geometry which is closer to the target
stationary point than its predecessor was. The art of geometry optimization liesin
calculating the step h, the displacement from the starting geometry on that cycle, so asto
convergein as few cycles as possible.

There are four main factors that influence the rate of convergence. These are:

1. initial starting geometry

2. agorithm used to determine the step h

3. quality of the Hessian (second derivative) matrix
4. coordinate system chosen

Thefirst of these factorsis obvious: the closer the initial geometry isto the final
converged geometry the fewer optimization cyclesit will take to reach it. The second
factor is again obvious: if apoor step h is predicted, thiswill obviously slow down the
rate of convergence. The third factor isrelated to the second: the best algorithms make
use of second derivative (curvature) information in calculating h, and the better this
information is, the better will be the predicted step. The importance of the fourth factor
(the coordinate system) has only been generally appreciated relatively recently: a good
choice of coordinates can enhance the convergence rate by an order of magnitude (a
factor of 10) or more, depending on the molecule being optimized.

Q-Chem includes a powerful suite of agorithms for geometry optimization written by
Jon Baker and known collectively as OPTIMIZE. These algorithms have been developed
and perfected over the past ten years and the code is robust and has been well tested.
OPTIMIZE isageneral geometry optimization package for locating both minima and
transition states. It can optimize using Cartesian, Z-matrix coordinates or delocalized
internal coordinates. The last of these are generated automatically from the Cartesian
coordinates and are often found to be particularly effective. It aso handles fixed
constraints on distances, angles, torsions and out-of -plane bends, between any atomsin
the molecule, whether or not the desired constraint is satisfied in the starting geometry.
Finaly it can freeze atomic positions, or any X, Y, Z Cartesian atomic coordinates.
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OPTIMIZE is designed to operate with minimal user inpu. All that isrequired isthe
initial guessgeometry, either in Cartesian coordinates (e.g. from a suitable model buil der
such as HyperChem) or as a Z-matrix, the type of stationary pant being sought
(minimum or trangition state) and detail s of any imposed constraints. All dedsions asto
the optimizaion strategy (what algorithm to use, what coordinate system to choose, how
to hande the constraints) are made by OPTIMIZE.

Note particularly, that althoughthe starting geometry isinpu in a particular coordinate
system (as a Z-matrix, for example) these cordinates are not necessarily used duing the
adual optimization. The best coordinates for the magjority of geometry optimizaions are
delocdized internals, and these will betried first. Only if delocdized internalsfail for
some reason, or if condtions prevent them being wsed (e.g., frozen atoms) will other
coordinate systems be tried. If al elsefailsthe default isto switch to Cartesian
coordinates. Similar defaults had for the optimizaion algorithm, maximum step size,
convergence aiteria, etc. You may of course override the default choices and force a
particular optimization strategy, but it isnat normally necessary to provide OPTIMIZE
with anything aher than the minimal information oulined above.

The heat of the OPTIMIZE padage (for bath minima and transiti on states) is Baker's
EF (Eigenvedor Following) algorithm [1]. This was devel oped foll owing the work of
Cerjan and Mill er [2] and, Simons and coworkers [3, 4]. The Hessan mode-foll owing
optionincorporated into this algorithm is cgpable of locaing transition states by walking
uphill from the asciated minima. By foll owing the lowest Hessan mode, the EF
agorithm can locae transition states garting from any reasonable inpu geometry and
Hessan.

An additional option available for minimizaionis Pulay's GDII S algorithm [5], which is
based onthe well known DII S tedhnique for acceéerating SCF convergence[6]. GDII S
must be spedficdly requested, asthe EF algorithm is the default.

Although opimizaions can be caried ou in Cartesian or Z-matrix coordinates, the best
choice asnoted abowve, isusualy delocdized internal coordinates. These awordinates
were developed very recently by Baker et al [7], and can be mnsidered as afurther
extension d the natura internal coordinates developed by Pulay et al [8, 9] and the
redundant optimization method d Pulay and Fogaras [10].

OPTIMIZE incorporates avery acairate and efficient Lagrange multi plier algorithm for
constrained ogimizaion. Thiswas originaly developed for use with Cartesian
coordinates[11, 12] and can handle mnstraints that are not satisfied in the starting
geometry. Very recently the Lagrange multiplier approad has been modified for use
with delocdized internals[13]; thisis much more dficient andis now the default. The
Lagrange multiplier code can locate constrained transition states as well as minima.
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A.2 THEORETICAL BACKGROUND

A.2.1 THE NEWTON-RAPHSON STEP

Consider the energy, E(X,) at some point X, on a potential energy surface. We can express
the energy at a nearby point x = X, + h by means of the Taylor series

_  dE(X,) ¢ A2 E(X,)

E(x, +h) = E(x,)+h L dx . h+... (A.2)
If we knew the exact form of the energy functional E(x) and all its derivatives, we could
move from the current point x, directly to a stationary point, (i.e., we would know
exactly what the step h ought to be). Since we typically know only the lower derivatives
of E(x) at best, then we can estimate the step h by differentiating the Taylor series with
respect to h, keeping only the first few terms on the right hand side, and setting the | eft
hand side, dE(x,+h)/dh, to zero, which is the value it would have at a genuine stationary
point. Thus

dE(x, +h) _ dE(x,) , d°E(x,)

an ax dx. dx, h + higher terms (ignored) (A.2
From which
h=H"g (A.3)
where
% = g (gradient vector), df:(lsz = H (Hessian matrix)

(A.3) isknown as the Newton-Raphson step. It is the major component of almost all
geometry optimization algorithmsin quantum chemistry.

The above derivation assumed exact first (gradient) and second (Hessian) derivative
information. Analytical gradients are available for all methodologies supported in
Q-Chem; however analytical second derivatives are not. Furthermore, even if they were,
it would not necessarily be advantageous to use them as their evaluation is usually
computationally demanding, and, efficient optimizations can in fact be performed
without an exact Hessian. An excellent compromise in practice isto begin with an
approximate Hessian matrix, and update this using gradient and displacement information
generated as the optimization progresses. In thisway the starting Hessian can be
"improved" at essentialy no cost. Using (A.3) with an approximate Hessian is called the
guas Newton-Raphson step.
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The nature of the Hessian matrix (in particular its eigenvalue structure) plays a crucia
role in asuccessful optimization. All stationary points on a potential energy surface have
azero gradient vector; however the character of the stationary point (i.e., what type of
structure it corresponds to) is determined by the Hessian. Diagonalization of the Hessian
matrix can be considered to define a set of mutually orthogonal directions on the energy
surface (the eigenvectors) together with the curvature along those directions (the
eigenvalues). At alocal minimum (corresponding to awell in the potentia energy
surface) the curvature along all of these directions must be positive, reflecting the fact
that a small displacement along any of these directions causes the energy to rise. At a
transition state, the curvature is negative (i.e., the energy is a maximum) along one
direction, but positive dong al the others. Thus, for a stationary point to be atransition
state the Hessian matrix at that point must have one and only one negative eigenvalue,
while for a minimum the Hessian must have al positive eigenvalues. In the latter case the
Hessian is called positive definite. If searching for aminimum it isimportant that the
Hessian matrix be positive definite; in fact, unless the Hessian is positive definite thereis
no guarantee that the step predicted by (A.3) is even adescent step (i.e., adirection that
will actually lower the energy). Similarly, for atransition state search, the Hessian must
have one negative eigenvalue. Maintaining the Hessian eigenvalue structure is not
difficult for minimization, but it can be a difficulty when trying to find a trangition state.

In adiagonal Hessian representation the Newton-Raphson step can be written
-F
h=3 —u, (A.4)
2 b

where u, and b, are the eigenvectors and eigenvalues of the Hessian matrix H and F, = u/g
is the component of g along the local direction (eigenmode) u.. As discussed by Simons
et al. [3], the Newton-Raphson step can be considered as minimizing along directions u,
which have positive eilgenvalues and maximizing along directions with negative
eigenvalues. Thus, if the user is searching for a minimum and the Hessian matrix is
positive definite, then the Newton-Raphson step is appropriate since it is attempting to
minimize along all directions simultaneously. However, if the Hessian has one or more
negative eigenvalues, then the basic Newton-Raphson step is not appropriate for a
minimum search, since it will be maximizing and not minimizing along one or more
directions. Exactly the same arguments apply during a transition state search except that
the Hessian must have one negative eigenvalue, because the user has to maximize along
one direction. However, there must be only one negative eigenvalue. A positive definite
Hessian isadisaster for atransition state search because the Newton-Raphson step will
then lead towards a minimum.

If firmly in aregion of the potential energy surface with the right Hessian character, then
a careful search (based on the Newton-Raphson step) will almost alwayslead to a
stationary point of the correct type. However, thisisonly true if the Hessian is exact. If
an approximate Hessian is being improved by updating, then there is no guarantee that
the Hessian eigenvalue structure will be retained from one cycle to the next unlessoneis
very careful during the update. Updating procedures that "guarantee” conservation of a
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positive definite Hessian do exist (or at least warn the user if the update islikely to
introduce negative eigenvalues). This can be very useful during a minimum search; but
there are no such guarantees for preserving the Hessian character (one and only one
negative eigenvalue) required for atransition state.

In addition to the difficultiesin retaining the correct Hessian character, there is the matter
of obtaining a"correct” Hessian in the first instance. Thisis particularly acute for a
transition state search. For aminimum search it is possible to "guess' areasonable,
positive-definite starting Hessian (for example, by carrying out a molecular mechanics
minimization initially and using the mechanics Hessian to begin the ab initio
optimization) but this option is usually not available for transition states. Even if the user
calculates the Hessian exactly at the starting geometry, the guess for the structure may
not be sufficiently accurate, and the expensive, exact Hessian may not have the desired
eigenvalue structure.

Consequently, particularly for atransition state search, an alternative to the basic
Newton-Raphson step is clearly needed, especially when the Hessian matrix is
Inappropriate for the stationary point being sought.

One of the first algorithms that was capable of taking corrective action during atransition
state search if the Hessian had the wrong eigenvalue structure, was devel oped by
Poppinger [14], who suggested that, instead of taking the Newton- Raphson step, if the
Hessian had all positive eigenvalues, the lowest Hessian mode be followed uphill;
whereas, if there were two or more negative eigenval ues, the mode corresponding to the
least negative eigenvalue be followed downhill. While this step should lead the user back
into the right region of the energy surface, it has the disadvantage that the user is
maximizing or minimizing along one mode only, unlike the Newton-Raphson step which
maximizes/minimizes along all modes simultaneously. Another drawback is that
successive such steps tend to become linearly dependent, which degrades most of the
commonly used Hessian updates.

A.2.2 THE EIGENVECTOR FOLLOWING (EF) ALGORITHM

The work of Cerjan and Miller [2], and later Simons and coworkers [3, 4], showed that
there was a better step than smply directly following one of the Hessian eigenvectors. A
simple modification to the Newton-Raphson step is capable of guiding the search away
from the current region towards a stationary point with the required characteristics. This
is

_ -F
h= Z (h —)\)u‘ (A.5)

inwhich A can be regarded as a shift parameter on the Hessan eigenvalue b. Scding the
Newton-Raphson step in this manner effedively direds the step to lie primarily, but not
exclusively (unlike Poppnger's algorithm [14]), along ore of the locd eigenmodes,
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depending on the value chosen for A. References [2-4] all utilize the same basic approach
(A.5) but differ in the means of determining the value of A.

The EF algorithm [1] utilizes the rational function approach presented in [4], yielding an
eigenvalue equation of the form

) R
from which a suitable A can be obtained. Expanding (A.6) gives

(H=-A)h+g=0 (A.79)

gh=2 (A.7b)

In terms of adiagona Hessan representation, (A.7a) rearrangesto (A.5), and substitution
of (A.5) into the diagonal form of (A.7b) gives

)3 (h_ﬁz ) = (A.8)

which can be used to evaluate A iteratively.

The eigenvalues, A, of the RFO equation (A.6) have the following important properties
[4]:

1. The(n+1) values of A bracket the n eigenvalues of the Hessian matrix A, <b <A,

2. At adationary point, one of the eigenvalues, A, of (A.6) is zero and the other n
eigenvalues are those of the Hessian at the stationary point.

3. For asaddle point of order m, the zero eigenval ue separates the m negative and the
(n-m) positive Hessian eigenvalues.

Thislast property, the separability of the positive and negative Hessian eigenvalues,
enables two shift parameters to be used, one for modes along which the energy isto be
maximized and the other for which it is minimized. For atransition state (afirst-order
saddle point), in terms of the Hessian eigenmodes, we have the two matrix equations

(b ROhO_, hO
Ha ot H™ *eHiH (A9
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F,Th O O
Ebz 0 Z%TZD Eh.zm
0 ‘Mo, 00
=) A.9b
O o0 b FORO ""ChO (A.9b)
0 "0 O
F, F odng 010

where it is assumed that we are maximizing along the lowest Hessian mode u,. Note that
A, is the highest eigenvalue of (A.9a) (it is always positive and approaches zero at
convergence) and A is the lowest eigenvalue of (A.9b) (it is always negative and again
approaches zero at convergence).

Choosing these values of A gives a step that attempts to maximize along the lowest
Hessian mode, while at the same time minimizing along all the other modes. It does this
regardless of the Hessian eigenval ue structure (unlike the Newton-Raphson step). The
two shift parameters are then used in (A.5) to give the final step

-F " _F
Ly, - Ly, A.10
TR RREPACErR, 19

If this step is greater than the maximum allowed, it is scaled down. For minimization
only one snift parameter, A, would be used which would act on al modes.

In (A.9a) and (A.9Db) it was assumed that the step would maximize along the lowest

Hessian mode, b,, and minimize along all the higher modes. However, it is possible to
maximize along modes other than the lowest, and in this way perhaps locate transition
states for aternative rearrangements/dissociations from the same initial starting point.

For maximization along the kK" mode (instead of the lowest), (A.9a) is replaced by
(b, FR.OhO th.O
=A A.ll
B:k 0 El H le H (A-1D

and (A.9b) would now exclude the K" mode but include the lowest. Since what was
originally the k" mode is the mode along which the negative eigenvalue is required, then
this mode will eventually become the lowest mode at some stage of the optimization. To
ensure that the original mode is being followed smoothly from one cycle to the next, the
mode that is actually followed is the one with the greatest overlap with the mode
followed on the previous cycle. This procedure is known as mode following. For more
details and some examples, see[1].
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A.3 DELOCALIZED INTERNAL COORDINATES

The dhoiceof coordinate system can have amagjor influence on the rate of convergence
during a geometry optimizaion. For complex paential energy surfaces with many
stationary paints, a different choice of coordinates can result in convergenceto a
different final structure.

The key attribute of agoodset of coordinates for geometry optimizaion is the degreeof
coupding ketween the individual coordinates. In general, the lesscouging the better, as
variation d one particular coordinate will then have minimal impad on the other
coordinates. Cougding manifestsitself primarily asrelatively large partia derivative
terms between dfferent coordinates. For example, a strong larmonic cougding between
two dfferent coordinates, i andj, resultsin alarge off-diagoral element, H,, in the
Hessan (seand derivative) matrix. Normally thisis the only type of couding that can be
diredaly “observed” during an ogtimizaion, asthird and hgher derivatives areignared in
amost all optimizaion agorithms.

In the ealy days of computational quantum chemistry geometry optimizations were
caried ou in Cartesian coordinates. Cartesians are an obvous choice athey can be
defined for all systems and gadients and seoond derivatives are cdculated dredly in
Cartesian coordinates. Unfortunately, Cartesians normally make apoa coordinate set for
optimizaion as they are heavily couped. Recantly, Cartesians have been returning to
favour because of their very general nature, and kecaise it has been clealy demonstrated
that if reliable second derivative information is avail able (i.e., agoodstarting Hesgan)
andtheinitial geometry is reasonable, then Cartesians can be @ efficient as any ather
coordinate set for small to medium-sized moleaules[15, 16]. Withou goodHessan data,
however, Cartesans are inefficient, espedally for longchan agyclic systems.

In the 1970 Cartesans were replacal by Z-matrix coordinates. Initially the Z-matrix was
utili zed simply as a means of geometry inpu; it isfar easier to describe amoleaulein
terms of bondlengths, bondangles and dhedral angles (the natural way a dhemist thinks
of moleaular structure) than to develop a suitable set of Cartesian coordinates. It was
subsequently foundthat optimizationwas generally more dficient in Z-matrix
coordinates than in Cartesians, espedally for agyclic systems. Thisis not alwaysthe case,
and care must be taken in constructing a suitable Z-matrix. A good general ruleis ensure
that ead variable is defined in such away that changing its value will not change the
values of any of the other variables. A brief discusson concerning goodZ-matrix
construction strategy is given by Schlegel [17].

In 1979Pulay et al. pulished akey paper, introducing what were termed netura internal
coordinates into geometry optimizaion[8]. These wordinatesinvolve the use of
individual bond dsplacements as dretching coordinates, but linea combinations of bond
angles and torsions as deformational coordinates. Suitable linea combinations of bends
and torsions (the two are wnsidered separately) are seleded using gouptheoreticd
arguments based onlocd pseudosymmetry. For example, bondangles aroundan sp’
hybridized carbonatom are dl approximately tetrahedral, regardlessof the groups
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attached, and idealized tetrahedral symmetry can be used to generate deformational
coordinates around the central carbon atom.

The maor advantage of natural internal coordinates in geometry optimization is their
ability to significantly reduce the coupling, both harmonic and anharmonic, between the
various coordinates. Compared to natural internals, Z-matrix coordinates arbitrarily omit
some angles and torsions (to prevent redundancy), and this can induce strong anharmonic
coupling between the coordinates, especialy with a poorly constructed Z-matrix. Another
advantage of the reduced coupling is that successful minimizations can be carried out in
natural internals with only an approximate (e.g., diagonal) Hessian provided at the
starting geometry. A good starting Hessian is still needed for a transition state search.

Despite their clear advantages, natural internals have only become used widely more
recently. Thisis because, when used in the early programs, it was necessary for the user
to define them. This situation changed in 1992 with the development of computational
agorithms capable of automatically generating natural internals from input Cartesians
[9]. For minimization, natural internals have become the coordinates of first choice[9,
16].

There are some disadvantages to natural internal coordinates as they are commonly
constructed and used:

1. Algorithmsfor the automatic construction of natural internals are complicated. There
are alarge number of structural possibilities, and to adequately handle even the most
common of them can take severa thousand lines of code.

2. For the more complex molecular topologies, most assigning algorithms generate
more natural internal coordinates than are required to characterize al possible
motions of the system (i.e., the generated coordinate set contains redundancies).

3. Incaseswith avery complex molecular topology (e.g., multiply fused rings and cage
compounds) the assigning algorithm may be unable to generate a suitable set of
coordinates.

The redundancy problem has recently been addressed in an excellent paper by Pulay and
Fogaras [10], who have developed a scheme for carrying out geometry optimization
directly in the redundant coordinate space.

Very recently, Baker et al. have developed a set of delocalized internal coordinates[7]
which eliminate all of the above-mentioned difficulties. Building on some of theideasin
the redundant optimization scheme of Pulay and Fogarasi [10], delocalized internals form
a complete, non-redundant set of coordinates which are as good as, if not superior to,
natural internals, and which can be generated in a ssimple and straightforward manner for
essentially any molecular topology, no matter how complex.

Consider a set of ninternal coordinatesq = (g, d,, ... 4" Displacements Aq in g are
related to the corresponding Cartesian displacements AX by means of the usual B-matrix
[18]
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Aq = BAX (A.12)

If any of the internal coordinates q are redundant, then the rows of the B-matrix will be
linearly dependent.

Delocalized internal coordinates are obtained ssimply by constructing and diagonalizing
the matrix G = BB'. Diagonalization of G resultsin two sets of eigenvectors; aset of m
(typically 3N-6, where N is the number of atoms) eigenvectors with eigenvalues A > 0,
and a set of n-m eigenvectors with eigenvalues A = 0 (to numerical precision). In this
way, any redundancies present in the origina coordinate set q are isolated (they
correspond to those eigenvectors with zero eigenvalues). The eigenva ue equation of G
can thus be written

0
G(UR) = (UR)EYS oﬁ (A.13)

where U isthe set of non-redundant eigenvectors of G (those with A > 0) and R isthe
corresponding redundant set.

The nature of the original set of coordinates g is unimportant, aslong asit spansall the
degrees of freedom of the system under consideration. We includein q, all bond
stretches, al planar bends and all proper torsions that can be generated based on the
atomic connectivity. These individual internal coordinates are termed primitives. This
blanket approach generates far more primitives than are necessary, and the set g contains
much redundancy. Thisis of little concern, as solution of (A.13) takes care of all
redundancies.

Note that eigenvectorsin both U and R will each be linear combinations of potentially all
the origina primitives. Despite this apparent complexity, we take the set of non-
redundant vectors U as our working coordinate set. Internal coordinates so defined are
much more delocalized than natural internal coordinates (which are combinations of a
relatively small number of bends or torsions) hence, the term delocalized internal
coordinates.

It may appear that because delocalized internals are such a complicated mixing of the
original primitive internals, they are a poor choice for use in an actual optimization. On
the contrary, arguments can be made that delocalized internals are, in fact, the "best"
possible choice, certainly at the starting geometry. The interested reader isreferred to the
origina literature for more details[7].

The situation for geometry optimization, comparing Cartesian, Z-matrix and delocalized
internal coordinates, and assuming a "reasonable" starting geometry, is as follows:

1. For small or very rigid medium-sized systems (up to about 15 atoms), optimizations
in Cartesian and internal coordinates ("good" Z-matrix or delocalized internals)
should perform similarly.
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2. For medium-sized systems (say 15-30 atoms) optimizaionsin Cartesans soud
perform aswell asoptimizaionsin internal coordinates, provided areliable starting
Hessan isavailable.

3. For large systems (30+ aoms), unlessthese ae very rigid, neither Cartesian na
Z-matrix coordinates can compete with delocdized internals, even with good qality
Hessan information. As the system increases, and with lessreliable starting
geometries, the alvantage of delocdized internals can orly increase.

Thereisone particular situation in which Cartesian coordinates may be the best choice
Natural internal coordinates (and byextension delocdized internals) show atendency to
converge to low energy structures [16]. Thisis because stepstaken in internal coordinate
spacetend to be much larger when trandated into Cartesian space and, as aresult, higher
energy locd minimatendto be “jumped over”, espedaly if thereisnoreliable Hesgan
information avail able (which is generally na needed for a succesgul optimization).
Consequently, if the user islooking for alocd minimum (i.e., a metastable structure) and
has both a goodstarting geometry and a decent Hessan, the user shoud cary out the
optimization in Cartesian coordinates.
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A.4 CONSTRAINED OPTIMIZATION

A.4.1 CARTESIAN COORDINATES

Condgtrained ogtimizationrefersto the optimizaion d moleaular structuresin which
cetan parameters (e.g., bondlengths, bondangles or dihedral angles) are fixed. In
quantum chemistry cdculations, this has traditionaly been accomplished using Z-matrix
coordinates, with the desired parameter set in the Z-matrix and simply omitted from the
optimization space In 1992 Baker presented an algorithm for constrained ogtimization
diredly in Cartesian coordinates [11]. Baker's algorithm used bah penalty functions and
the dasscd method d Lagrange multipliers[19], and was developed in arder to impaose
constraints on a moleaule obtained from a graphicd model builder as a set of Cartesian
coordinates. Some improvements widening the range of constraints that could be handed
were made in 1993[12]. Q-Chem includesthe latest version d this algorithm, which has
been modified to hande cnstraints diredly in delocdized internal coordinates [13].

The esentia problem in constrained optimizationisto minimize afunction o, for
example, n variables F(X) subjed to a series of m constraints of the form C(x) = 0,

i=l ... m. Assauming m < n, then perhaps the best way to proceed (if this were possblein
pradice) would be to use the m constraint equations to eliminate m of the variables, and
then solve the resulting urconstrained problem in terms of the (n-m) independent
variables. Thisisexadly what occursin aZ-matrix ogtimization. Such an approach
canna be used in Cartesian coordinates as gandard dstance and angle oonstraints are
nontlinea functions of the gpropriate wordinates. For example adistance onstraint
(between atomsi andj in amoleaule) isgiven in Cartesians by (R, - R) = 0, with

R =) +(v-v) +(z-2) (A-14)

and R, the constrained distance. This obviously canna be satisfied by elimination. What
can be diminated in Cartesians are the individual X, y and z coordinates themselves and
in thisway individual atoms can be totally or partialy frozen.

Internal constraints can be handed in Cartesian coordinates by introducing the
Lagrangian function

L) = FO9 = 3 AG () (A.15)

which replaces the function F(X) in the unconstrained case. Here, the A, are the so-call ed
Lagrange multipliers, one for ead constraint C(x). Diff erentiating (A.15) with resped to
x and A gives

dL(x,A) _dF(x) _ ’“A dG(x)
dx; Codx L dx

J

(A.169)
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and

dL(x,A) _

At agtationary point of the Lagrangian we have L =0, i.e., al dL/dx =0 and all
dL/dA = 0. This|latter condition means that all C(x) = 0 and thus all constraints are
satisfied. Hence, finding a set of values (x, A) for which CJL = O will give apossible
solution to the constrained optimization problem in exactly the same way as finding an x
for which g = [OF = 0 gives a solution to the corresponding unconstrained problem.

The Lagrangian second derivative matrix, the equivalent of the Hessian matrix in an
unconstrained optimization, is given by

AP L) [dx dx 0 L(x,A)/dx dA,

O%L , )
[0 L(x,A) /dx;dA,  d?L(x,A)/dA;dA,[

(A.17)

where

d? L(x,A) /dx;dx, = d?F(x)/dx dx, - Z)\i d? F(x) /dx; dx, (A.173)
A L(x,A) /dx dA, = -dG(x) /dx (A.17b)
d?L(x,A) /dA,dA, =0 (A.170)

Thusin addition to the standard gradient vector and Hessian matrix for the unconstrained
function F(x), we need both the first and second derivatives (with respect to coordinate
displacement) of the constraint functions. Once these quantities are available, the
corresponding Lagrangian gradient, given by (A.16), and Lagrangian second derivative
matrix, given by (A.17), can be formed, and the optimization step calculated in asimilar
manner to that for a standard unconstrained optimization [11].

In the Lagrange multiplier method, the unknown multipliers, A, are an integral part of the
parameter set. This means that the optimization space consists of all n variables x plus all
m Lagrange multipliers A, one for each constraint. The total dimension of the constrained
optimization problem, n+m, has thus increased by m compared to the corresponding
unconstrained case. The Lagrangian Hessian matrix, O°L , has m extra modes compared

to the standard (unconstrained) Hessian matrix, C°F. What normally happensis that these
additional modes are dominated by the constraints (i.e., their largest components
correspond to the constraint Lagrange multipliers) and they have negative curvature (a
negative Hessian eigenvalue). Thisis perhaps not surprising when one realizes that any
motion in the parameter space that breaks the constraintsis likely to lower the energy.

Compared to a standard unconstrained minimization, where a stationary point is sought at
which the Hessian matrix has all positive eigenvalues, in the constrained problem we are
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looking for a stationary paint of the Lagrangian function at which the Lagrangian
Hesgan matrix has as many negative egenvaues asthere ae onsraints (i.e., we ae
looking for an m" order sadd e paint). For further details and pradica appli cations of
constrained optimization wsing Lagrange multipliersin Cartesian coordinates, see[11].

Eigenvedor following can be implemented in a constrained ogimizaionin asimilar way
to the unconstrained case. Considering a anstrained minimizaion with m constraints,
then (A.9a) isreplacel by

E O U
Ebl o .l%n.lm E@D
o M0, 0°0
=) A.1839
O 0 b, FLhU "Plh O ( )
0 Mg aomg
F F. o010 010
and (A.9b) by
+ I:m+ |:Ijlm+ U + U
Eh“ t 0 “meo Eh’“. 'O
0 : MmO, 00
=) A.18b
|:| O bm+n Fm+n|:|j1rn+n|:| nljl’lHnD ( )
0 mm"g o™"o
(F F OM10O0 010

m+1 m+n

where now the b, are the égenvalues of [J°L, with correspondng eigenvedors u,, and
F. = u/'0L. Here (A.184) includes the m constraint modes alongwhich a negative
Lagrangian Hessan eigenvalue is required, and (A.18b) includes all the other modes.

Equations (A.18a) and (A.18b) implement eigenvedor following for a constrained
minimizaion. Constrained transition state seaches can be caried ou by seleding ore
extramode to be maximized in addition to the m constraint modes, i.e., by seachingfor
asadde paint of the Lagrangian function d order ntl.

It shoud beredized that, in the Lagrange multi plier method the desired constraints are
only satisfied at convergence, and nd necessarily at intermediate geometries. The
Lagrange multipliers are part of the optimization space they vary just as any ather
geometricd parameter and, consequently the degreeto which the wnstraints are satisfied
changes from cycle to cycle, approaching 10346 satisfied nea convergence One
advantage this bringsisthat, unlike in a standard Z-matrix approad, constraints do nd
have to be satisfied in the starting geometry.

Imposed constraints can namally be satisfied to very high acairacgy, 10° or better.
However, problems can arise for both bondand dhedral angle wnstraints nea 0° and
180°and, instead of attempting to impose asingle cnstraint, it is better to split angle
constraints nea these limiti ng values into two by wsing adummy atom [12], exadly
analogouws to splitting a 180° bondangle into two 90°anglesin a Z-matrix.



Appendix A: Geometry Optimization with Q-Chem A-15

Note: Exad 0° and 180°single angle mnstraints canna be impaosed, as the
correspondng constraint normals, UC,, are zeo, and would result in rows and
columns of zerosin the Lagrangian Hessan matrix.

A.4.2 DELOCALIZED INTERNAL COORDINATES

We do nd give further detail s of the optimization agorithms avail able in Q-Chem for
Imposing constraints in Cartesian coordinates, asit isfar smpler and easier to dothis
diredly in delocdized internal coordinates.

At first sight it does not seam particularly straightforward to impase any constraints at all
in delocdi zed internas, given that eat coordinate is potentialy alinea combination d
al possble primitives. However, thisis decetive, andin fad all standard constraints can
be imposed byarelatively smple Schmidt orthogoralizaion pocedure. In thisinstance
consider aunit vedor with unt componrent correspondng to the primitive internal
(stretch, bend a torsion) that one wishesto keegp constant. Thisvedor isthen projeded
onto the full set, U, of adive delocdized coordinates, normalized, and then al n, for
example, delocdized internals are Schmidt orthogorali zed in turn to this normali zed,
projeded constraint vedor. The last coordinate taken in the adive spaceshoud drop ou
(sinceit will belinealy dependent on the other vedors and the cnstraint vedor) leaving
(n-1) adive vedors and ore onstraint vedor.

In more detall, the procedure is as foll ows (taken dredly from [7]). Theinitia (usualy
unit) constraint vedor C is projeded onto the set U of delocdized internal coordinates
acordingto

C™ =% (Clu,)U, (A.19)

where the summationis over al n adive wordinates U,. The projected vedor C™ isthen
normali zed and an (n+l) dimensional vedor spaceV isformed, comprising the
normali zed, projeded constraint vedor together with al adive delocdized coordinates

v={c"™, U k=1.n} (A.20)

This st of vedorsis Schmidt orthogoralized acwrding to the standard procedure

k-1

U, = a, - Zl<vk|\7.>v,§ (A.21)

where the first vedor taken, V,, isC™. The g, in (A.21) isanormalizaion fador. As
noted abowe, the last vedor taken, V . = U,, will drop ou, leavingafully orthonamal
set of (n-1) adive vedors and ore onstraint vedor.

After the Schmidt orthogordi zaion the constraint vedor will contain al the weight in
the adive spaceof the primitive to be fixed, which will have a zeo comporent in al of
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the other (n-1) vectors. The fixed primitive has thus been isolated entirely in the
constraint vector which can now be removed from the active subspace for the geometry
optimization step.

Extension of the above procedure to multiple constraintsis straightforward. In addition to
constraints on individual primitives, it is aso possible to impose combinatorial
constraints. For example, if, instead of a unit vector, one started the constraint procedure
with avector in which two components were set to unity, then this would impose a
constraint in which the sum of the two relevant primitives were always constant. In
theory any desired linear combination of any primitives could be constrained.

Note further that imposed constraints are not confined to those primitive internas
generated from the initial atomic connectivity. If we wish to constrain a distance, angle
or torsion between atoms that are not formally connected, then all we need to do is add
that particular coordinate to our primitive set. It can then be isolated and constrained in
exactly the same way as aformal connectivity constraint.

Everything discussed thus far regarding the imposition of constraints in delocalized
internal coordinates has involved isolating each constraint in one vector which is then
eliminated from the optimization space. Thisisvery smilar in effect to a Z-matrix
optimization, in which constraints are imposed by elimination. This, of course, can only
be doneif the desired constraint is satisfied in the starting geometry. We have aready
seen that the Lagrange multiplier algorithm, used to impose distance, angle and torsion
constraints in Cartesian coordinates, can be used even when the constraint is not satisfied
initially. The Lagrange multiplier method can also be used with delocalized internals, and
its implementation with internal coordinates brings several smplifications and
advantages.

In Cartesians, as aready noted, standard internal constraints (bond distances, angles and
torsions) are somewhat complicated non-linear functions of the x, y and z coordinates of
the atoms involved. A torsion, for example, which involves four atoms, is a function of
twelve different coordinates. In internals, on the other hand, each constraint isa
coordinate in its own right and is therefore a smple linear function of just one coordinate
(itself).

If we denote a general internal coordinate by R, then the constraint function C(R) isa
function of one coordinate, R, and it and its derivatives can be written

C(R)=R-R (A.223)
dC(R)/dR =1 dC(R)/dR =0 (A.22b)
d*G(R)/dRdR =0 (A.22¢)

wherein (A.228), R isthe desired value of the constrained coordinate, and R isits
current value. From (A.22b) we see that the constraint normals, dC(R)/dR, are smply
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unit vedors and the Lagrangian Hessan matrix, (A.17), can be obtained from the normal
Hesgan matrix by adding m columns (and mrows) of, again, unit vedors.

A further advantage, in addition to the amnsiderable simplification, isthe handing d 0°
and 180° dhedral angle @mnstraints. In Cartesian coordinatesit is not possble to formally
constrain bondangles and torsionsto exadly 0° a 180° kecaise the correspondng
constraint normal isa zeo vedor. Similar difficulties do nd arise in internal coordinates,
at least for torsions, because the cnstraint normals are unit vedors regardlessof the
value of the mnstraint; thus 0° and 180° dhedral angle mnstraints can beimposed just as
easly asany aher value. 180° bondangles dill cause difficulties, but nea-linea
arrangements of atoms require spedal tregment even in urconstrained ogimizaions; a
typicd solutioninvolvesrepladnganea 180° bondangle by two speaal linea co-planar
and perpendicular bends [20], and modifying the torsions where necessary. A linea
arrangement can be enforced by constraining the @-planar and perpendicular bends.

One other advantage over Cartesians is that in internals the cnstraint coordinate can be
eliminated orcethe mnstraint is stisfied to the desired acaracy (the default toleranceis
10° in atomic units; bohrs and radians). Thisis not possblein Cartesians due to the
functional form of the constraint. In Cartesians, therefore, the Lagrange multiplier
algorithm must be used throughou the entire optimization, whereas in delocdized
internal coordinatesit need oy be used urtil all desired constraints are satisfied; as
constraints become satisfied they can smply be diminated from the optimization space
and orce dl constraint coordinates have been eliminated standard algorithms can be used
In the spaceof the remaining urconstrained coordinates. Normally, unlessthe starting
geometry is particularly poa in thisregard, constraints are satisfied fairly ealy onin the
optimizaion (and at more or lessthe same time for multi ple onstraints), and Lagrange
multi pliers only need to be used in the first half-dozen or so cycles of a mnstrained
optimizationin internal coordinates.

A5 GDIIS

Dired inversionin the iterative subspace(DII S) was originally developed by Pulay for
acceerating SCF convergence[6]. Subsequently, Csaszar and Pulay used a similar
scheme for geometry optimization, which they termed GDII S [5]. The methodis
somewhat diff erent from the usual quasi-Newton type gproach andisincluded in
OPTIMIZE as an dternative to the EF algorithm. Tests indicae that its performanceis
similar to EF, at least for small systems; however thereisrarely an advantage in using
GDIISin preferenceto EF.

In GDII'S, geometries (X)) generated in previous optimization cycles are linealy
combined to find the "best" geometry onthe aurrent cycle

X, = ;qxi (A.23)

where the problem is to find the best values for the wefficientsc.
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If we expressead geometry, X, by its deviation from the sought-after final geometry, x,
i.e., X, =X + €, wheree isan error vedor, then it isobvious that if the condtions

r= qu (A.24)
and
Z G=1 (A.25)
are satisfied, then the relation
Z GX; =X, (A.26)

aso hdds.

Thetrue aror vedors e are, of course, unknovn. However, in the cae of anealy
quadratic energy functionthey can be gproximated by

6 =-H7g, (A.27)

where g, is the gradient vedor correspondng to the geometry x, and H isan
approximation to the Hessan matrix. Minimizaion d the norm of the resduum vedor r,
(A.24), together with the constraint equation, (A.25), leads to a system of (m+l) linea
eguations

B, - B, 10cDO [0J
DB.“ . Bl qum 0.0
o: - Mfo_C0
- A.28
0 m™0 OO0
01 ... 1 OOFAOD OO

where B, =(g|e;) isthe scdar product of the aror vedors e ande, and A isaLagrange
multiplier.

The wefficients ¢ determined from (A.28) are used to cdculate an intermediate
interpolated geometry

XIm+1 = Z CIXi (A29)
andits correspondng interpolated gradient
Ome1 = » GG (A.30)

A new, independent geometry is generated from the interpolated geometry and gadient
acordingto
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X =X 0 —H'Q 4 (A.3))

Note: Conwvergenceistheoreticdly guaranteal regardlessof the quality of the Hesgan
matrix (aslongasit is positive definite), and the original GDII S algorithm used
adatic Hessan (j.e. the original starting Hessan, often a simple unit matrix,
remained urchanged duing the entire optimizaion). However, updating the
Hesgan at ead cycle generally results in more rapid convergence, andthisisthe
default in OPTIMIZE.

Other modificaions to the original methodinclude limiti ng the number of previous
geometries used in (A.23) and, subsequently, by negleding ealier geometries, and
eliminating any geometries more than a cetain dstance (default 0.3 au) from the arrent
geometry.
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APPENDIX B AOINTS

B.1 [INTRODUCTION

Within the Q-Chem program, an Atomic Orbital INTegralS (AOINTS) padkage has been
developed which, while relatively invisible to the user, is one of the keys to the overall
speal and efficiency of the Q-Chem program.

“Ever sinceBoys' introduction d Gaussan basis ststo quantum chemistry in
195Q the cdculation and hending d the notorious two-eledron-repulsion
integrals (ERIs) over Gaussan functions has been an important avenue of
reseach for pradicing computational chemists. Indeed, the anergence of
pradicdly useful computer programs ... has been fuelled in nosmall part by the
development of sophsticaed algorithms to compute the very large number of
ERIsthat areinvolved in cdculations on moleaular systems of even modest size”

[1].

The ERI engine of any competiti ve quantum chemistry software padkage will be one of
the most compli cated aspeds of the padage @ whole. Couped with the importance of
such an engine s efficiency, auseful yardstick of a program’ s anticipated performance
can be quickly measured by considering the comporents of its ERI engine. In recent
times, developers at Q-Chem, Inc. have made significant contributions to the
advancement of ERI algorithm techndogy (for example see[1-10]), andit is not
surprising that Q-Chem’s AOINTS padkage is considered the most advanced o its kind.

B.2 HISTORICAL PERSPECTIVE

Prior to the 1950 s, the most difficult step in the systematic goplicaion d Schrodinger
wave medanics to chemistry was the cdculation d the notorious two-eledron integrals
that measure the repulsion ketween eledrons. Boys[11] showed that this 2ep can be
made eaier (althoughstill tim e cnsuming) if Gaussan, rather than Slater, orbitals are
used in the basis st. Foll owing the landmark paper of computational chemistry [12]
(again duwe to Boys) programs were constructed that could cdculate dl the ERIs that arise
in the treament of a general polyatomic moleaule with sand p orbitals. However, the
programs were painfully slow and could oy be goplied to the smallest of moleaular
systems.

In 1969 Pople mnstructed a breakthroughERI algorithm, a hunded time faster than its
predecesrs. The dgorithm remains the fastest avail able for its associated integral
classesandis now referred to as the Pople-Hehre acis-switch method[13].

Over the two decales foll owing Pople sinitia development, an enormous amourt of
reseach effort into the wnstruction d ERIs was documented, which bult onPople’'s
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origina success Essentialy, the advances of the newer agorithms could be identified as
either better coping with anguar momentum (L) or, contradion (K); eat new method
increasing the speed and applicaion d quantum medanics to solving red chemicd
problems.

By 199Q ancther barrier had been reated. The contemporary programs had become
sophisticated and bdh acalemia and industry had begunto recgnze and use the power
of ab initio quantum chemistry, but the software was grugding with "dusty deck
syndrome" and it had become increasingly difficult for it to keg upwith the rapid
advancesin hardware development. Vedor procesors, paral e architedures and the
advent of the graphicd user interfacewere dl demanding radicdly diff erent approaces
to programming and it had become dea that a fresh start, with a dean date, was both
inevitable and desirable. Furthermore, the integral bottlenedk had re-emerged in a new
guise and the standard programs were now hitting the N* wall . Irrespedive of the speed at
which ERIs could be computed, the unforgiving fad remained that the number of ERIS
required scded quadraticdly with the size of the system.

The Q-Chem projed was establi shed to tadle this problem and to seek new methods that
circumvent the N° wall. Fundamentally new approades to integral theory were sought
and the ongang advances that have resulted [14-18] have now placed Q-Chem firmly at
the vanguard of the field. It shoud be emphasized, however, that the O(N) methods that
we have developed till require short-range ERIs to tred interadions between neaby
eledrons, thus the importance of contemporary ERI code remains.

The drrondogicd development and evolution d integral methods can be summarised by
consdering atimeline showing the yeas in which important new algorithms were first
introduced. These ae best discussed in terms of the type of ERI or matrix elements that
the dgorithm can compute dficiently.

1950 Boys [11] ERIswith low L andlow K

1969 Pople [13] ERIswith low L and hghK

1976 Dupus [19] Integralswith any L andlow K

1978 McMurchie [20] Integraswith any L andlow K

1982 Almlof [21] Introduction d the direa SCF approad
1986 Obara [22] Integraswith any L andlow K

1988 Head-Gordon [8] Integraswith any L andlow K

1991 Gill [1, 6] Integraswith any L and any K

1994 White [14] Jmatrix in linea work

1996 Schwegler [18, 24] HF exchange matrix in linea work

1997 Challacombe [17] Fock matrix in linea work
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B.3 AOINTS:. CALCULATING ERISWITH Q-CHEM

The area of molecular integrals with respect to Gaussian basis functions has recently been
reviewed [2] and the user isreferred to this review for deegper discussions and further
references to the general area. The purpose of this short account isto present the basic
approach, and in particular, the implementation of ERI agorithms and aspects of interest
to the user in the AOINTS package which underlies the Q-Chem program.

We begin by observing that all of the integrals encountered in an ab initio calculation, of
which overlap, kinetic energy, multipole moment, internuclear repulsion, nuclear-
electron attraction and interelectron repulsion are the best known, can be written in the
general form

(abled) = [ #:(r)@, (r)0(r,) @, (r,) @, (r;) dr, dr, (B.1)

where the basis functions are ontraded Gaussan’s (CGTF)

ay

@)= (x=A)"(y=A)"(z-A)*Y Do (82)

and the operator fis atwo-eledron operator. Of the two-eledron operators (Coulomb,
CASE, anti-Coulomb and dHlta-function) used in the Q-Chem program, the most
sgnificant is the Coulomb, which leads usto the ERIs.

An ERI isthe dasscd Coulomb interadion (6(x) = 1/x in B.1) between two charge
distributions referred to as bras (ab| and kets |cd).

B.3.1 SHELL-PAIR DATA

It iscommon to charaderise abra, aket and a bra-ket by their degreeof contradion and
anguar momentum. In generd, it ismore convenient to compil e data for shell-pairs
rather than basis-function-pairs. A shell i s defined as that sharing common exporents and
centres. For example, in the cae of anumber of Pople derived basis sts, four basis
functions, encompassng arange of anguar momentum types(i.e., s, p,, p,, p,) onthe
same domic centre sharing the same exporents congtitute asingle shell.

The shell-pair data set is central to the successof any modern integral program for three
main reasons. First, in the formation d shell-pairs, al pairs of shellsin the basis %t are
considered and caegorized as either significant or negligible. A shell-pair is consdered
negligibleif the shellsinvalved are so far apart, relative to their diff useness that their
overlap is negligible. Given the rate of decgy of Gausgan basisfunctions, it isnot
surprising that most of the shell-pairsin alarge moleaule ae negligible, that is, the
number of significant shell-pairsincreases linealy with the size of the moleaule. Seand,
anumber of useful intermediates which are frequently required within ERI algorithms
shoud be omputed orcein shell-pair formation and stored as part of the shell -pair
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information, particularly those which require @stly divisions. This prevents re-evaluating
simple quantities. Third, it isuseful to sort the shell-pair information bytype (i.e.,
anguar momentum and degreeof contradion). The reasons for this are discussed below.

Q-Chem’s dell-pair formation dfersthe option d two basic integral shell-pair cutoff
criteria; one based onthe integral threshold ($rem variable THRESH) and the other
relative to machine predsion.

Intelli gent construction d shell-pair data scdes linealy with the size of the basis =,
requires arelative anount of CPU time which is amost entirely negligible for large
direa SCF cdculations, and for small j obs, constitutes approximately 10% of the job
time.

B.3.2 SHELL-QUARTETSAND INTEGRAL CLASSES

Given a sorted list of shell-pair data, it is possbleto construct all potentially important
shell-quartets by pairing d the shell-pairs with ore ancther. Because the shell-pairs have
been sorted, it is possbleto ded with batches of integrals of the same type or class(e.g.,
(ssIss), (splsp), (dd|dd), etc.) where an integral classis charaderized by bdh anguar
momentum (L) and degreeof contradion (K). Such an approad is advantageous for
vedor processors and for semi-dired integral algorithms where the most expensive (high
K or L) integral classes can be computed orce stored in memory (or disk) and ony less
expensive dassesrebuilt on ead iteration.

Whil e the shell -pairs may have been carefully screened, it is passble for apair of
significant shell-pairs to form a shell-quartet which need na be computed diredly. Three
cases are:

1. Thequartet isequivaent, by pant group symmetry, to another quartet already
treaed.

2. Thequartet can beignaed onthe basis of chegply computed ERI bound [7] onthe
largest quartet bra-ket.

3. Onthebasis of anincremental Fock matrix buld, the largest density matrix element
which will multiply any of the bra-kets associated with the quartet may be negligibly
small.

Note: Significance and regligibility is always based onthe level of integral threshold
set by the $rem variable THRESH.
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B.3.3 FuNDAMENTAL ERI

The fundamental ERI [2] and the basis of all ERI algorithmsis usually represented

[0 = [s9s9
—alropal2 gl 2 AL O _a2 s _p2 B.3
= DADBDCDDIIe alr;=Al" g=Alr1 =B [—13@ Vlro=Cl” g-dlr, 0| dr,dr, (B.3)
LIPAN
which can be reduced to a one-dimensional integral of the form

201t
[0]© :U(2192)’/2E—g/ Ie‘“zdu (B.4)

4 0

and can be efficiently computed using a modified Chebyshev interpolation scheme [5].
Equation (B.4) can aso be adapted for the general-case [0]™ integrals required for most
calculations. Following the fundamental ERI, building up to the full bra-ket ERI (or
intermediary matrix elements, see later) are the problems of angular momentum and
contraction.

Note:  Square brackets denote primitive integrals and parentheses fully contracted.

B.3.4 ANGULAR MOMENTUM PROBLEM

The fundamental integral is essentially an integral without angular momentum (i.e., itis
an integral of the type [sglss]). Angular momentum, usually depicted by L, has been
problematic for efficient ERI formation, evident in the timeline in section B.2. Initialy,
angular momentum was calculated by taking derivatives of the fundamental ERI with
respect to one of the Cartesian coordinates of the nuclear centre. Thisis an extremely
inefficient route, but it works and was appropriate in the early development of ERI
methods. Recursion relations [22, 25] and the newly devel oped tensor equations [3] are
the basis for the modern approaches.
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B.3.5 CONTRACTION PROBLEM

The contradion problem may be described by considering a general contraded ERI of s
type functions derived from the STO-3G basis st. Each basis function hes degreeof
contradion K = 3. Thus, the ERI may be written

(49)=3 Y

3 3 3 3
=1 m1 k=1 1=

D Dg; Dy Dy %
1

—a»r—z—»r—ZD e r,-C|? _-&,|r,-D|?
_Ue Al g Flr 8| 1@Vk\z cl"g8ilr2~D| dr,dr, (B.5)
12 [
3 3

=22 Zl :1[SSjISKS]

=1 =1

and requires 81 primitive integrals for the single ERI. The problem escdates dramaticdly
for more highly contraded sets (STO-6G, 6-311G) and hes been the motivation for the
development of tedhniques for shell-pair modelling [26] in which a second shell-pair is
constructed with fewer primitives that the first, but introduces no extra aror relative to
the integral threshold sought.

The Pople-Hehre ais-switch method[13] isexcdlent for high contradionlow anguar
momentum integral clases.

B.3.6 QUADRATIC SCALING

The successof quantitative modern quantum chemistry, relative to its primitive,
qualitative beginnings, can be traced to two sources. better algorithms and ketter
computers. Whil e the two tedhndogies continue to improve rapidly, efforts are heavily
thwarted by the fad that the total number of ERIsincreases quadraticdly with the size of
the moleaular system. Even large increases in ERI algorithm efficiency yield only
moderate increases in appli cability, hindering the more widespread application d ab
initio methods to areas of, perhaps, biochemicd significance where semi-empiricd
techniques[27, 28] have drealy proven so valuable.

Thus, the dimination d quadratic scding algorithms has been the theme of many
reseach effortsin guantum chemistry throughou the 1990s and hes e the
construction d many dternative dgorithmsto all eviate the problem. Johrnson was the
first to implement DFT exchange/correlation functionals whase computational cost
scded linealy with system size[23]. This paved the way for the most significant
bre&throughin the aeawith the linea scding CFMM algorithm [14] leadingto linea
scaling DFT cdculations [29]. Further breakthroughs have been made with traditi onal
theory in the form of the QCTC [17, 30, 31]Jand ONX [18, 24] algorithms, whil st more
radicd approaches[15, 16, 32] may lea to entirely new approachesto ab initio
cdculations. Investigations into the quadratic Coulomb problem has nat only yielded
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linea scding agorithms, but isaso providing large insights into the significance of
many moleaular energy comporents.

Linea scding Couomb and SCF exchange/correlation algorithms are nat the end o the
story as the O(N°) diagoreli zation step has been rate limiti ng in semi-empiricd
tediniques and, been predicted [33] to become rate limitingin ab initio approadies in the
medium term. However, divide-and-conquer techniques [34-37] and the recently
developed quedraticdly convergent SCF algorithm [38] show gred promise for reducing
this problem.

B.3.7 ALGORITHM SELECTION

No single ERI algorithm is avail able to efficiently hande dl integral classs; rather, ead
tends to have spedfic integral classes where the spedfic dgorithm out-performs the
aternatives. The PRISM algorithm [6] isan intricate @lledion d pathways and stepsin
which the path chosen is that which is the most efficient for agiven class It appeas that
the most appropriate path for agiven integral classdepends onthe relative pasition d the
contradion step (lowly contraded bra-kets prefer late contradion, highly contraded bra-
kets are most efficient with ealy contradion steps).

Careful studies have provided FLOP cournts which are the arrent basis of integral
agorithm seledion, athoughcare must be taken to ensure that algorithms are not rate
limited by MOPs [4]. Future dgorithm seledion criteriawill t ake greaer acourt of
memory, disk, chip architedure, cade size, vedorizaion and parall €lizaion
charaderistics of the hardware, many o which are drealy exist within Q-Chem.

B.3.8 USER CONTROLLABLE VARIABLES

AOINTS has been optimally constructed so that the fastest integral algorithm for ERI
cdculationis chasen for the given integral classand ketch. Thus, the user has not been
provided with the necessary variables for over-riding the program’s sledion process
The user is, however, able to control the acarracy of the autoff used duing shell-pair
formation (METECO) and the integral threshold (THRESH). In addition, the user can
forcethe use of the dired SCF algorithm (DIRECT_SCF) and increase the default size of
the integrals gorage buffer (INCORE_INTS BUFFER).

Currently, some of Q-Chem’slinea scding algorithms, such as QCTC and ONX
agorithms, require the user to speafy their use. It is anticipated that further reseach
developments will | ead to the identification d situations in which these, or combinations
of these and aher algorithms, will be seleded automaticdly by Q-Chem in much the
same way that PRISM algorithms choose the most efficient pathway for given integral
classes.
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APPENDIX C $REM VARIABLE REFERENCE

C.1 INPUT DECK FORMAT

The general format of the $reminpu for Q-Chem text inpu filesis sSmply asfoll ows:

$rem
remvari abl e rem option [ comment |
remvari abl e rem option [ comment |
$end

Thisinpu isnaot case sensitive.

The following sedions contain the names and ogions of avail able $rem variables for
users. The format for describing ead $rem variable is as foll ows

REM_VARIABLE
Gives ashort description d what the variable controls
VARIABLE:
Definesthe variable as either INTEGER, LOGICAL or STRING
DEFAULT:
Describes Q-Chem’ sinternal default, if any exist
OPTIONS:
Lists options avail able for the user
RECOMMENDATION:
Gives aquick recommendation
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C.2 THEORETICAL CHEMICAL MODEL

BASIS
Defines the basis setsto be used (unless ECP is specified)
VARIABLE:
STRING
DEFAULT:
No default basis set
OPTIONS:
General, Gen User defined. ($basis keyword required)
Symbol Use standard basis sets as per Chapter 7
RECOMMENDATIONS:
Consult literature and reviews to aid your selection
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CORRELATION

C-3

Specifies the correlation level of theory, either DFT or wavefunction-based.

VARIABLE:
STRING

DEFAULT:
None

OPTIONS:
None

VWN

LYP

PW91, PW
LYP(EDF1)
Perdew86, P86
PZ81, PZ
Wigner

MP2
Loca_MP2
CIS(D)
MP3
MP4SDQ
MP4

CCD
CCD(2)
CCsD
CCSD(T)
CCSD(2)
QCISD
QCISD(T)
oD
OD(T)
OD(2)
VOD
VOD(2)
QCCD
VQCCD

No Correlation
No Correlation

Vosko-Wilk-Nusair parameterization #5
Lee-Yang-Parr (LYP)
GGA91 (Perdew)
LYP(EDF1) parameterization
Perdew 1986
Perdew-Zunger 1981
Wigner

local MP2 calculations (TRIM and DIM models)
MP2-level correction to CIS for excited states
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ECP
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Defines the effective core potential and associated basis set to be used
VARIABLE:
STRING
DEFAULT:
No pseudopotential
OPTIONS:
General, Gen User defined. ($ecp keyword required)
Symbol Use standard pseudopotentials as per Chapter 8
RECOMMENDATIONS:
Pseudopotentials are recommended for first row transition metals and
heavier elements. Consult Ch. 8 and reviews for more details.

EXCHANGE

Specifies the exchange level of theory
VARIABLE:
STRING
DEFAULT:
HF for wavefunction correlation methods. Otherwise none.
OPTIONS:.

HF exact Hartree-Fock
Slater, S Slater

Becke, B Becke

Gilloe, Gill Gill 1996

GG99 Gilbert and Gill, 1999
Becke(EDF1), B(EDF1) Becke (EDF1)

PW91, PW Perdew

B3PW91, Becke3PW91, B3P B3PW91 hybrid
B3LYP, Becke3LYP B3LYP

B3LYP5 original B3LYP (using VWND5)
EDF1 EDF1

General, Gen User defined combination of K, X and C (refer DFT
section, Chapter 4)
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JOBTYPE

Specifies the type of calculation

VARIABLE:
STRING

DEFAULT:
SP Single point energy

OPTIONS:
SP Single point energy
FORCE Analytical Force calculation
OPT Geometry Minimization
TS Trangition Structure Search
FREQ Frequency Calculation

RECOMMENDATION:
Defaults to single point

PURECART
Controls the use of either pure or Cartesian basis functions for general basis sets
(ignored for standard basis sets)
DEFAULT:
None
OPTIONS:
gfd Uselfor pureand a2 for Cartesian for each angular momentum
type. Must be defined for user supplied basis sets

UNRESTRICTED
Controls the use of restricted or unrestricted orbitals

VARIABLE:
LOGICAL
DEFAULT:
FALSE (Restricted) Closed-shell systems
TRUE (Unrestricted) Open-shell systems
OPTIONS:
True Unrestricted orbitals
False Restricted open-shell HF (ROHF)

RECOMMENDATION:
Use default unless ROHF isdesired
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C.3 GENERAL

INCORE_INTS BUFFER
Controlsthe sizeof in-core integral storage buffer
VARIABLE:
INTEGER
DEFAULT:
2,000,000words (1 word = 8 bytes).
OPTIONS:
User defined size hardware dependent

MEMORY
Sets the “Fortran” memory for individual program modues.
VARIABLE:
INTEGER
DEFAULT:
2,000000(2 MW)
OPTIONS:
User-defined number of words
RECOMMENDATIONS:
MP2 energy/gradient cdculations have spedal requirements (seeCh. 5)

MEMORY_TOTAL
Sets the total memory avail able to Q-Chem
VARIABLE:
INTEGER
DEFAULT:
Unlimited (1,000 MW)
OPTIONS:
User-defined number of words
RECOMMENDATION:
Use default

METECO

Sets the threshdld criteriafor discarding shell-pairs
VARIABLE:

INTEGER
DEFAULT:

2 Discard shell-pairs below 10™ ",
OPTIONS:

1 Discad shell-pairs fours orders of magnitude below macine

predsion

2 Discard shell-pairs below 10"
RECOMMENDATION:

Use default
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SYMMETRY
Controls the use of efficiency through the use of point group symmetry
VARIABLE:
LOGICAL
DEFAULT:
TRUE Use symmetry when available
OPTIONS:
TRUE Use symmetry when available
FALSE Do not use symmetry
RECOMMENDATION:
Use default
THRESH
Cutoff for neglect of two electron integrals. 10™" (THRESH < 12)
VARIABLE:
INTEGER
DEFAULT:
8 for single point energies
10 for optimizations and frequency calculations
OPTIONS:
User-defined

RECOMMENDATION:
Should be at least 8, and 2 or 3 greater than SCF_ CONVERGENCE
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C.4 SCF GROUND STATE CALCULATIONS
See 4s0 BAS'S, CORRELATION, EXCHANGE and JOBTYPE

BASIS2
Sets the small basis %t to usein basis st projedion
VARIABLE:
STRING
DEFAULT:
No seoond kesis st default
OPTIONS:
Symbal Use standard besis sts as per Chapter 7
RECOMMENDATIONS:
BASIS2 shoud be smaller than BASIS

DIIS SUBSPACE_SIZE
Controlsthe size of the DII S subspaceduring the SCF
VARIABLE:
INTEGER
DEFAULT:
15
OPTIONS:
User-defined

DIRECT_SCF
Controls dired SCF
VARIABLE:
LOGICAL
DEFAULT:
Determined by program
OPTIONS:
TRUE Forces direa SCF
FALSE Do na use dired SCF
RECOMMENDATION:
Use default. DIRECT_SCF switches off in-core integrals

EPAO_ITERATE
Controlsiterations for EPAO cdculations (sesePAO_METHOD)
VARIABLE:
INTEGER
DEFAULT:
O(FALSE) Useuniterated EPAQO’sbased onatomic blocks of SPS
OPTIONS:
O(FALSE) Useuniterated EPAQO’sbased onatomic blocks of SPS
n Optimizethe EPAO’ sfor upto niterations.
RECOMMENDATION:
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Use default. For moleaules that are not too large, one can test the
sengitivity of the results to the type of minimal functions by the use of
optimised EPAQ’s, in which case avalue of n=500is reasonable.

EPAO_WEIGHTS

Controls agorithm and weights for EPAO cdculations (sesePAO_METHOD)
VARIABLE:

INTEGER
DEFAULT:

115 Standard weights, use 1% and 2 order optimisation
OPTIONS:

15 Standard weights, with 1% order optimisation orly.
RECOMMENDATION:

Use default, unlessconvergencefail ure is encourtered.

FAST_XC
Controls dired variable thresholds to accéerate exchange crrelation (XC) in
DFT
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE FAST_XCison.
FALSE Do na use FAST_XC
RECOMMENDATION:
Caution: FAST_XC occasonally causes SCF cdculationsto dverge

INTEGRAL 2E OPR

Determines the two-eledron operator

VARIABLE:
INTEGER

DEFAULT:
-2 Coulomb Operator

OPTIONS:
-1 Apply the CASE approximation
-2 Coulomb Operator
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MAX_DIIS CYCLES
The maximum number of DIIS iterations before switching to (geometric) direct
minimization when SCF_ALGORITHM isDIIS GDM or DIIS DM. Seeaso
THRESH_DIIS SWMITCH.
VARIABLE:
INTEGER
DEFAULT:
50
OPTIONS:
1 Only a single Roothaan step before switching to (G)DM
n n DIIS iterations before switching to (G)DM.

MAX_SCF_CYCLES
Controls the maximum number of SCF iterations permitted
VARIABLE:
INTEGER
DEFAULT:
50
OPTIONS:
User-defined

MOM_ECONOMIZE:
Determinesif any computational savings are to be used with MOM
VARIABLE:
INTEGER
DEFAULT:
4
OPTIONS:
1 Include everything
2 Freeze core eectrons
3 Only use orbitals within 1Eh of the HOMO
4 Combined frozen core and window
RECOMMENDATION:
Use default

MOM_START
Determines when MOM is switched on to stabilize DIIS iterations
VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
OPTIONS:.
0 (FALSE) MOM is not used
n MOM beginson cyclen
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OMEGA
Degree of attenuation of Coulomb operator (see INTEGRAL _2E OPR)
VARIABLE:
INTEGER
DEFAULT:
No default
OPTIONS:
n w=n/1000

PAO_ALGORITHM
Algorithm used to optimise polarized atomic orbitals (sesePAO_METHOD)
VARIABLE:
INTEGER
DEFAULT:
0 use dficient (andriskier) strategy to converge PAO’s
OPTIONS:
1 use mnservative (and sower) strategy to converge PAO’s

PAO_METHOD

Controlsevauation d polarized atomic orbitals (PAO’s)

VARIABLE:
STRING

DEFAULT:
EPAO For locd MP2 cdculations
Otherwise no default

OPTIONS:
PAO Perform PAO-SCF instead of conventional SCF
EPAO Obtain EPAQ’ s after a mnventional SCF.

PSEUDO_CANONICAL
When SCF_ALGORITHM = DM, this controls the way theinitia step, and steps
after subspaceresets are taken.
VARIABLE:
LOGICAL
DEFAULT:
FALSE use Roothaan steps when (re)initializing
OPTIONS:
TRUE use astegoest descent step when (re)initializing
RECOMMENDATION
The default (FALSE) isusualy more dficient, but choasing TRUE
sometimes avoids problems with orbital reordering.



C-12 Appendix C: $rem Variable Reference

SCF_ALGORITHM
Algorithm used for converging the SCF

VARIABLE:
STRING
DEFAULT:
DIIS Pulay DIIS
OPTIONS:
DIIS Pulay DIIS
DM Direct minimizer
DIIS DM Uses DIIS initially, switching to direct minimizer

for later iterations (See THRESH_DIIS SMTCH,
MAX_DIIS CYCLES)

DIIS GDM Use DIIS and then later switch to geometric direct
minimization (See THRESH_DIIS SMTCH,
MAX_DIIS CYCLES)

GDM Geometric Direct Minimization

ROOTHAAN Roothaan repeated diagonalization

RECOMMENDATION:
Use DIIS unless wanting ROHF, in which case direct minimization must
be used. If DIISfails, DIIS GDM isthe recommended fall-back option.

SCF_CONVERGENCE
SCF is considered converged when the wavefunction error isless that
10°5F-COVECRE - A djust the value of THRESH at the same time.
VARIABLE:
INTEGER
DEFAULT:
5 For single point energy calculations
8 for geometry optimizations and vibrational analysis
OPTIONS:
User-defined
RECOMMENDATION:
Tighter criteriafor geometry optimization and vibration analysis. Larger
values provide more significant figures, at greater computational cost.
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SCF_GUESS
Specifiestheinitial guess procedure to use for the SCF
VARIABLE:
STRING
DEFAULT:
SAD Superposition of atomic density (available only with
standard basis sets)
GWH For ROHF where a set of orbitals are required.
OPTIONS:
CORE Diagonalize core Hamiltonian
SAD Superposition of atomic density
GWH Apply generalized Wolfsherg-Helmholtz approximation
READ Read previous MOs from disk

RECOMMENDATION:
SAD guess for standard basis sets. For general basis sets, it is best to use
the BAS S2 REM. Alternatively, try the GWH or core Hamiltonian guess.
For ROHF it can be useful to READ guesses from an SCF calculation on
the corresponding cation or anion.

SCF_GUESS ALWAYS
Switch to force the regeneration of a new initial guess for each series of SCF
iterations (for use in geometry optimization)

VARIABLE:
LOGICAL
DEFAULT:
False Do not generate a new guess for each series of SCF
iterations in an optimization; use MOs from the previous
SCF calculation for the guess, if available
OPTIONS:
False Do not generate a new guess for each series of SCF

iterations in an optimization; use MOs from the previous
SCF calculation for the guess, if available

True Generate a new guess for each series of SCF iterationsin a
geometry optimization
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SCF_GUESS MIX
Controls mixing of LUMO and HOMO to break symmetry in the initial guess.
For unrestricted jobs, the mixing is performed only for the alpha orbitals.
VARIABLE:
INTEGER
DEFAULT:
O (FALSE) Do not mix HOMO and LUMO in SCF guess
OPTIONS:
O (FALSE) Do not mix HOMO and LUMO in SCF guess
1(TRUE) Add 10% of LUMO to HOMO to break symmetry
n Add n x 10% of LUMO to HOMO (0 <n<10)
RECOMMENDATION:
When performing unrestricted cal culations on molecules with an even
number of electrons, it is often necessary to break alpha-beta symmetry in
theinitial guess with this option, or by specifying input for $occupied.

THRESH_DIIS SWITCH
The threshold for switching between DII'S extrapolation and direct minimization
of the SCF energy is 107" =215 \when SCF_ALGORITHM isDIIS GDM or
DIIS DM. Seeaso MAX DIIS CYCLES

VARIABLE:
INTEGER
DEFAULT:
2
OPTIONS:
User-defined
XC_GRID
Specifies the type of grid to use for DFT calculations.
DEFAULT:
1 SG-1
OPTIONS:
1 SG-1

2 Low Quality

mn  Thefirst Six integers correspond to mradial points and the second
six integers correspond to n angular points where possible numbers
of Lebedev angular points are listed in Chapter 4

-mn  Thefirst six integers correspond to mradial points and the second
Six integers correspond to n angular points where the number of
Gauss-L egendre angular points n = 2Ny’

RECOMMENDATION:
SG-1
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C.5 LARGE MOLECULES
See also JOBTYPE, BAS S, EXCHANGE and CORRELATION

CFMM_ORDER
Controls the order of multipole expansionsin CFMM calculation

VARIABLE:
INTEGER
DEFAULT:
15 For single point SCF accuracy
25 For tighter convergence
OPTIONS:
n Use multipole expansions of order n
RECOMMENDATION:
Use default
GRAIN
Controls the number of lowest-level boxes in one-dimension for CFMM
VARIABLE:
INTEGER
DEFAULT:
-1 Program decides best value, turning CFMM on when useful
OPTIONS:
-1 Program decides best value, turning CFMM on when useful
1 Do not use CFMM
n>7 Use CFMM with n lowest-level boxesin one-dimension

RECOMMENDATION:
Thisis an expert option; either use the default, or use avaue of 1 if
CFMM isnot desired

INCFOCK
Iteration number after which the incremental Fock matrix algorithm is initiated
VARIABLE:
INTEGER
DEFAULT:
1 Start INCFOCK after iteration number 1
OPTIONS:
User-defined (0 switches INCFOCK off)
RECOMMENDATIONS:
May be necessary to allow several iterations before switching on
INCFOCK
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LIN K
Controls whether linear scaling evaluation of exact exchange (LinK) is used.
VARIABLE:
LOGICAL
DEFAULT:
Program chooses, switching on LinK whenever CFMM is used.
OPTIONS:
TRUE Use LinK
FALSE Do not use LinK

RECOMMENDATION:
Use for HF and hybrid DFT cal culations with large numbers of atoms

VARTHRESH

Controls the temporary integral cutoff threshold.
tmp_thresh = 10" x DIIS error
VARIABLE:

INTEGER
DEFAULT:

3
OPTIONS:

User-defined threshold
RECOMMENDATIONS:

3 hasfound to be a practical level
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C.6 CORRELATED METHODS

See &so JOBTYPE, BAS' S EXCHANGE and CORRELATION. Options beginning with
“CC_" arefor the muded cluster modue.

CC BLCK_TNSR_BUFFSIZE
Spedfies maximum size, MB, of buffersfor in-core storage of block-tensors.
VARIABLE:
INTEGER
DEFAULT:
80MB
RECOMMENDATION:
Larger values can gve better i/o performance, and are recommended for
systems with large memory (add to you .qchemrc file)

CC_CANONIZE

Whether to semi-canonicdize orbitals at the start of the caculation (i.e. Fock
matrix is diagonalized in ead orbital subspace
VARIABLE:

LOGICAL
DEFAULT:

TRUE
OPTIONS:

TRUE/FALSE
RECOMMENDATION:

Should not normally have to be dtered.

CC_CANONIZE_FINAL
Whether to semi-canonicdize orbitals at the end of the ground state cdculation.
VARIABLE:
LOGICAL
DEFAULT:
FALSE unlessrequired
OPTIONS:
TRUE/FALSE
RECOMMENDATION:
Should not normally have to be dtered.
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CC_CANONIZE_FREQ
The orbitals will be semi-canonicdized every nthetaresets. The thetas (orbital
rotation angles) are reset every CC_RESET THETA iterations. The wunting of
iterations differs for adive space(VOD, VQCCD) cdculations, where the orbitals
are dways canonicdized at the first theta-reset.
VARIABLE:
INTEGER
DEFAULT:
50
RECOMMENDATION:
Smaller values can betried in cases that do not converge.

CC_CONVERGENCE
Overall convergence citerion for the coupled cluster codes. Thisis designed to
ensure & least n significant digitsin the cdculated energy, and automaticaly sets
the other convergence related variables (CC_E _CONV, CC_T_CONV,
CC_THETA CONV, CC_THETA GRAD_CONV, CC_Z CONV) [10**(-n)]

VARIABLE:
INTEGER
DEFAULT:
7 energies
8 gradients
OPTIONS
n 10**(-n) convergence citerion
CC DIIS

Speafy the version of Pulay's Dired Inversion of the Iterative Subspace(DIIS)
convergence acckerator to be used in the cupled cluster code.

VARIABLE:

INTEGER

DEFAULT:
0
OPTIONS:

0 Activates procedure 2 initialy, and procedure 1 when
gradients are smaler than DI1S12_ SWMTCH.

1 Uses error vedors defined as differences between parameter
vedors from successve iterations. Most efficient nea
convergence

2 Error vedors are defined as gradients sded by square root
of the goproximate diagonal Hesgan. Most efficient far
from convergence

RECOMMENDATION
DII'S1 can be more stable. If DII S problems are encountered in the ealy
stages of a cdculation (when gradients are large) try DII S1.
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CC_DIIS SIZE
Specifies the maximum size of the DII'S space
VARIABLE:
INTEGER
DEFAULT:
7
RECOMMENDATION
Larger vauesinvolve larger amounts of disk storage.

CC_DIIS START

Iteration number when DIIS isturned on. Set to alarge number to disable DIIS.

VARIABLE:
INTEGER

DEFAULT:
3

RECOMMENDATION
Occasiondly DIIS can cause optimized orbital coupled cluster calculations
to diverge through large orbital changes. If thisis seen, DIIS should be
disabled.

CC DIIS12 SWITCH

When to switch from DIIS2 to DIIS1 procedure, or when DIIS2 procedure is
required to generate DIIS guesses less frequently. Total value of DIIS error
vector must be less than 10**(-n), where n is the value of this option.
VARIABLE:

INTEGER
DEFAULT:

5

CC_DIIS MIN_OVERLAP

The DIIS procedure will be halted when the square root of smallest element of the
error overlap matrix is less than 10** (-n), where n is the value of this option.
Small values of the B matrix mean it will become near-singular, making the DIIS
eguations difficult to solve.
VARIABLE:

INTEGER
DEFAULT:

11
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CC_DIIS MAX_OVERLAP
DII'S extrapolations will not begin until square root of the maximum element of the
error overlap matrix drops below this value.
VARIABLE:
DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:
1.0

CC_DIIS FREQ

DIIS extrapolation will be attempted every niterations. However, DIIS2 will be
attempted every iteration while total error vector exceeds CC_DI1S12 SMTCH.
DIIS1 cannot generate guesses more frequently than every 2 iterations.
VARIABLE:

INTEGER
DEFAULT:

2

CC _DOV_THRESH

Specifies minimum allowed values for the coupled cluster energy denominators.
Smaller values are replaced by this constant during early iterations only, so the final
results are unaffected, but initial convergence isimproved when the guess is poor.
VARIABLE:

DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:

0.25
RECOMMENDATION:

Increase to 0.5 or 0.75 for nonconvergent coupled cluster calculations.

CC_E_CONV
Convergence desired on the change in total energy, 10**(-n), between iterations.
VARIABLE:
INTEGER
DEFAULT:
10
OPTIONS
n 10**(-n) convergence criterion

CC_HESS THRESH
Minimum allowed value for the orbital Hessian. Smaller values are replaced by this
constant.
VARIABLE:
DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:
0.01
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CC_INCL_CORE_CORR
Whether to include the @rrelation contribution from frozen core orbitals in
noniterative (2) corredions, such as OD(2) and CCSD(2).
VARIABLE:
LOGICAL
DEFAULT:
TRUE
OPTIONS:
TRUE/FALSE

CC_ITERATE_OV

In adive space c&ulations, use a"mixed" iteration procedure if the value is
greder than 0. Then, if the RMS orbital gradient is larger than the value of
CC_THETA _GRAD_THRESH, micro-iterations will be performed to converge the
occupied-virtual mixing angles for the airrent adive space The maximum number
of such iterationsis given by this option.
VARIABLE:

INTEGER
DEFAULT:

0 (no “mixed” iterations)
OPTIONS:

n up to n occupied-virtual iterations per overall cycle
RECOMMENDATION:

Can be useful for nonconvergent adive space cé&ulations.

CC_MAXITER
Maximum number of iterations to optimizethe coupled cluster energy.
VARIABLE:
INTEGER
DEFAULT:
200
OPTIONS:
n up to niterations to achieve amnvergence
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CC_MP2NO_GUESS
Will guess orhitals be natural orbitals of the MP1 wavefunction? Alternatively, it is
possible to use an effective one-particle density matrix to define the natural
orbitals.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE Use natural orbitals from an MP2 one-particle density
matrix (see CC_MP2NO_GRAD).
FALSE Use current molecular orbitals from SCF

CC_MP2NO_GRAD
If CC_MP2NO_GUESSIis TRUE, what kind of one-particle density matrix is used
to make the guess orhitals?
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE 1 PDM from MP2 gradient theory.
FALSE 1 PDM expanded to 2™ order in perturbation theory.
RECOMMENDATION:
The two definitions give generally similar performance.

CC_ORBS PER_BLOCK
Specifies target (and maximum) size of blocks in orbital space.
VARIABLE:
INTEGER
DEFAULT:
16
OPTIONS
n Orbital block size of n orbitals
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CC_PRECONV_Fz
In active space methods, whether to preconverge other wavefunction variables for
fixed initial guess of active space.
VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
OPTIONS
0 No pre-iterations before active space optimization begins.
n Maximum number of pre-iterations via this procedure.

CC_PRECONV_T2Z
Whether to pre-converge the cluster amplitudes before beginning orbital
optimization in optimized orbital cluster methods.

VARIABLE:
INTEGER
DEFAULT:
0 (FALSE)
10 If CC_RESTART, CC_RESTART _NO_SCF or
CC_MP2NO_GUESSare TRUE
OPTIONS:
0 No pre-convergence before orbital optimization.
n Up to niterations in this pre-convergence procedure.

RECOMMENDATION
Experiment with this option in cases of convergence failure.

CC_PRECONV_T2Z_EACH

Whether to pre-converge the cluster amplitudes before each change of the orbitals
in optimized orbital coupled cluster methods. The maximum number of iterations
in this pre-convergence procedure is given by the value of this parameter.
VARIABLE:

INTEGER
DEFAULT:

0 (FALSE)
OPTIONS:

0 No pre-convergence before orbital optimization.

n Up to niterations in this pre-convergence procedure.
RECOMMENDATION:

A very dow last resort option for jobs that do not converge.
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CC_QCCD THETA _SWITCH
QCCD calculations switch from OD to QCCD when the rotation gradient is below
this threshold [10** (-n)]
VARIABLE:
INTEGER
DEFAULT:
2 10**(-2) switchover
OPTIONS
n 10**(-n) switchover

CC_RESET_THETA
The reference MO coefficient matrix is reset every niterations to help overcome
problems associated with the theta metric as theta becomes large.
VARIABLE:
INTEGER
DEFAULT:
15
OPTIONS:
n n iterations between resetting orbital rotationsto zero.

CC_RESTART
Allows an optimized orbital coupled cluster calculation to begin with an initial
guess for the orbital transformation matrix U other than the unit vector. The
scratch file from a previous run must be available for the U matrix to be read
successfully.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
FALSE use unit initial guess.
TRUE activates CC_PRECONV_T2Z, CC_CANONIZE, and turns
off CC_MP2NO_GUESS
RECOMMENDATION:
Useful for restarting ajob that did not converge, if files were saved.
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CC_RESTART_NO_SCF
Should an optimized orbital coupled cluster calculation begin with optimized
orbitals from a previous calculation? When TRUE, molecular orbitals are initially
orthogonalized, and CC_PRECONV_T2Z and CC_CANONIZE are set to TRUE
while other guess options are set to FALSE.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE

CC_T_CONV
Convergence criterion on the RM S difference between successive sets of coupled
cluster doubles amplitudes [10** (-n)]
VARIABLE:
INTEGER
DEFAULT:
8 energies
10 gradients
OPTIONS
n 10**(-n) convergence criterion

CC_THETA_CONV
Convergence criterion on the RM S difference between successive sets of orhital
rotation angles [10** (-n)].
VARIABLE:
INTEGER
DEFAULT:
5 energies
6 gradients
OPTIONS:
n 10**(-n) convergence criterion

CC_THETA_GRAD_CONV
Convergence desired on the RM S gradient of the energy with respect to orbital
rotation angles [10** (-n)].
VARIABLE:
INTEGER
DEFAULT:
7 energies
8 gradients
OPTIONS
n 10**(-n) convergence criterion
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CC_THETA_GRAD_THRESH
RMS orbital gradient threshold [10** (-n)] above which “mixed iterations’ are
performed in adive space c&ulationsif CC_ITERATE_OV is TRUE.
VARIABLE:
INTEGER
DEFAULT:
2
OPTIONS:
n 10**(-n) threshold
RECOMMENDATION
Can be made smaller if convergence difficulties are encountered.

CC_THETA_STEPSIZE
Scde fador for the orbital rotation step size The optimal rotation steps sould be
approximately equal to the gradient vedor.

VARIABLE:

DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:

1.0 If the initial step is snaller than 0.5, the program will

Increase step when gradients are smaller than the value of
THETA_GRAD_THRESH, upto alimit of 0.5.
RECOMMENDATION:
Try asmaller value in cases of poor convergence and very large orhital
gradients. For example, avalue of 01000trandatesto 0.1.

CC_TMPBUFFSIZE
Maximum size, in MB, of additional buffers for temporary arrays used to work
with individual blocks or matrices. Should not be smaller than size of the largest
posshble block. The default is 16 MB.
VARIABLE:
INTEGER
DEFAULT:
16 (MB)
OPTIONS
n (MB)
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CC_Z CONV
Convergence criterion on the RM S difference between successive doubles Z-
vector amplitudes [10** (-n)]
VARIABLE:
INTEGER
DEFAULT:
8 energies
10 gradients
OPTIONS
n 10**(-n) convergence criterion

CD_ALGORITHM
Determines the algorithm for integral transformations
VARIABLE:
STRING
DEFAULT:
Program determined
OPTIONS:
DIRECT Usesfully direct agorithm
SEMI_DIRECT Uses disk-based sortless semi-direct algorithm
RECOMMENDATION:
Use the default

CD_MAX DISK
Sets the amount of disk space (in words) available for integral transforms
VARIABLE:
INTEGER
DEFAULT:
60,000,000 (60 MW)
OPTIONS:
User-defined

N_FROZEN_CORE
Controls the number of frozen core orbitals in a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0 No frozen core orbitals
OPTIONS:
FC  Frozen core approximation (all core orbitals frozen)
n Freeze n core orbitals
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N_FROZEN_VIRTUAL
Controls the number of frozen virtual orbitalsin a post-Hartree-Fock calculation
VARIABLE:
INTEGER
DEFAULT:
0 No frozen virtua orbitals
OPTIONS:
n Freeze n virtua orbitals



Appendix C: $rem Variable Reference C-29

C.7 EXCITED STATES
See also JOBTYPE, BAS S, EXCHANGE and CORRELATION

CC_DCONVERGENCE
Convergence criterion for the RM S residuals of excited state vectors [10**(-n)].
VARIABLE:
INTEGER
DEFAULT:
5
OPTIONS:
n 10**(-n) convergence criterion
RECOMMENDATIONS:
Should be consistent with CC_DTHRESHOLD.

CC_DO_DISCONECTED
Are disconnected terms included in the excited state coupled cluster equations?
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE
RECOMMENDATIONS:
Inclusion of disconnected terms has very small effects and is not necessary.

CC_DTHRESHOLD
Specifies threshold for including a new expansion vector in the iterative Davidson
diagonalization. Their norm must be above this threshold.
VARIABLE:
DOUBLE Integer code abcde is mapped to abc * 10** (-de)
DEFAULT:
0.00001
RECOMMENDATIONS:
Should be consistent with CC_DCONVERGENCE.

CC DMAXITER
Maximum number of iteration allowed for Davidson diagonalization procedure.
VARIABLE:
INTEGER
DEFAULT:
30
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CC_HOW_DO_DOUBLES
Distinguishes different implementations of active space coupled cluster excited
state (VOD) calculations.
VARIABLE:
INTEGER
DEFAULT:
2
OPTIONS:

0 Double excitations for excited states are defined in the
whole orbital space. This model is unbalanced and should be
used for testing purposes only.

1 Double excitations for the excited states are restricted to an
active (valence) orbital space. This approximates linear
response CASCCF, with no orbital relaxation.

2 Approximate treatment of orbital relaxation by including al
internal and semi-internal excited state double excitations.

CC_NGUESS DOUBLES
Specifies number of excited state guess vectors which are double excitations.
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
n Include n guess vectorsthat are double excitations
RECOMMENDATIONS:
This should be set to the expected number of doubly excited states (see
aso CC_PRECONV_DOUBLES), otherwise they may not be found.

CC_NGUESS SINGLES
Specifies number of excited state guess vectors that are single excitations.
VARIABLE:
INTEGER
DEFAULT:
Equal to the number of excited states requested
OPTIONS:
n Include n guess vectorsthat are single excitations
RECOMMENDATIONS:
Should be greater or equal than the number of excited states requested.
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CC_NHIGHSPIN

Sets the number of couded cluster high-spin excited state roots to find. Works
only for singlet groundstate and triplet excited states. The program will i ncrease
this number if it suspeds degeneracgy, or change it to asmaller value, if it canna
generate enough gessvedors to start the cdculations
VARIABLE:

INTEGER
DEFAULT:

0 Do na look for any couded cluster excited states
OPTIONS:

n>0 Find n CC excited states (after an OD groundstate job)

CC_NLOWSPIN

Sets the number of couded cluster excited state roats to find with the same
multi plicity as the groundstate. For a spin-unrestricted groundstate, (e.g., douldet
radicas), thisis the total number of states of all multiplicities. The program will
increase this number if it suspeds degeneragy, or changeit to asmaller value, if it
canna generate enough gessvedorsto start the cdculations.
VARIABLE:

INTEGER
DEFAULT:

0 Do na look for any couded cluster excited states
OPTIONS:

n>0 Find n CC excited states (after an OD groundstate job)

CC_NVEC _PER_ROOT
Spedfies maximum number of vedors per root in Davidson' diagonali zation.
VARIABLE:
INTEGER
DEFAULT:
6
OPTIONS:
n Up to n vedors per root before the subspaceis reset
RECOMMENDATIONS:
Larger valuesincrease storage but speel convergence
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CC_PRECONV_DOUBLES
When TRUE, doubly-excited vectors are converged prior to afull excited states
calculation.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE
RECOMMENDATIONS:
Occasionally necessary to ensure a doubly excited state is found.

CC_PRECONV_SINGLES
When TRUE, singly-excited vectors are converged prior to afull excited states
calculation.
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE/FALSE

CD_ALGORITHM
Determines the algorithm for integral transformations
VARIABLE:
STRING
DEFAULT:
Program-determined
OPTIONS:
DIRECT Usesfully direct agorithm
SEMI_DIRECT Uses disk-based sortless semi-direct algorithm
RECOMMENDATION:
Use the default

CD_MAX DISK
Sets the amount of disk space (in words) available for integral transforms
VARIABLE:
INTEGER
DEFAULT:
60,000,000 (60 MW)
OPTIONS:
User-defined
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CIS_ CONVERGENCE
ClISisconsidered converged when error islessthan 10
VARIABLE:
INTEGER
DEFAULT:
6 CIS convergence threshold = 10°
OPTIONS:
User-defined

CIS_CONVERGENCE

CIS GUESS DISK

Read the CIS guess from disk (previous calculation).
VARIABLE:

LOGICAL
DEFAULT:

False Create anew guess
OPTIONS:

False Create anew guess

True Read the guess from disk
RECOMMENDATIONS:

Requires a guess from previous calculation

CIS_GUESS DISK_TYPE
Determines the type of guesses to be read from disk
VARIABLE:
INTEGER
DEFAULT:
None
OPTIONS:
0 Read triplets only
1 Read triplets and singlets
2 Read singlets only
RECOMMENDATIONS:
Must be specified if CIS GUESS DISK is TRUE

CIS N_ROOTS
Sets the number of CI-Singles (CIS) excited state roots to find
VARIABLE:
INTEGER
DEFAULT:
0 Do not look for any excited states
OPTIONS:
n>0 Looksfor nCIS excited states
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CIS RELAXED _DENSITY
Use the relaxed CIS density for attachment/detachment density analysis
VARIABLE:
LOGICAL
DEFAULT:
False Do not use the relaxed CIS dengity in analysis
OPTIONS:
False Do not use the relaxed CIS dengity in analysis
True Use the relaxed CIS dengity in analysis

CIS SINGLETS
Solve for singlet excited states in RCIS calculations (ignored for UCIS)
VARIABLE:
LOGICAL
DEFAULT:
True Solve for singlet states
OPTIONS:
True Solve for singlet states
False Do not solve for singlet states

CIS STATE_DERIV
Sets which state to determine CIS gradient for excited state optimizations
VARIABLE:
INTEGER
DEFAULT:
0 Does not select any of the excited states
OPTIONS:
n Select the n" state

CIS TRIPLETS
Solvefor triplet excited states in RCIS calculations (ignored for UCIS)
VARIABLE:
LOGICAL
DEFAULT:
True Solvefor triplet states
OPTIONS:
True Solvefor triplet states
False Do not solve for triplet states
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MAX_CIS CYCLES

Maximum number of CIS iterative cycles allowed
VARIABLE:
INTEGER
DEFAULT:
30
OPTIONS:
User-defined
RECOMMENDATIONS:
Default is usually sufficient

N_FROZEN_CORE

Controls the number of frozen core orbitals
VARIABLE:

INTEGER
DEFAULT:
0 No frozen core orbitals
OPTIONS:
FC Frozen core approximation
n Freeze n core orbitals

N_FROZEN_VIRTUAL

RPA

Controls the number of frozen virtual orbitals
VARIABLE:

INTEGER
DEFAULT:

0 No frozen virtua orbitals
OPTIONS:

n Freeze n virtual orbitals

Do an RPA calculation in addition to a CIS calculation
VARIABLE:

LOGICAL
DEFAULT:

Fase Do not do an RPA caculation
OPTIONS:

Fase Do not do an RPA caculation

True Do an RPA calculation

C-35
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XCIS
Do an XCIS calculation in addition to a CIS calculation
VARIABLE:
LOGICAL
DEFAULT:
False Do not do an XCIS calculation
OPTIONS:
False Do not do an XCIS calculation
True Do an XCIS calculation (requires ROHF ground state)



Appendix C: $rem Variable Reference C-37

C.8 MOLECULAR GEOMETRY CRITICAL POINTS

See aso JOBTYPE, BAS S EXCHANGE and CORRELATION

GEOM_OPT_COORDS
Controls the type of optimization coordinates

VARIABLE
INTEGER
DEFAULT:
-1 Generate and optimize in internal coordinates, if thisfalls at any
stage of the optimization, switch to Cartesian and continue
OPTIONS:
0 Optimize in Cartesian coordinates
1 Generate and optimize in internal coordinates, if thisfails abort
-1 Generate and optimize in internal coordinates, if thisfalls at any
stage of the optimization, switch to Cartesian and continue
2 Optimize in Z-matrix coordinates, if thisfails abort
-2 Optimize in Z-matrix coordinates, if thisfails during any stage of

the optimization switch to Cartesians and continue
RECOMMENDATION:
Use the default; delocalized internals are more efficient

GEOM_OPT_DMAX
Maximum allowed step size. Value supplied is multiplied by 10°

VARIABLE:
INTEGER
DEFAULT:
300 =03
OPTIONS:

n User-defined cutoff
RECOMMENDATION:
Use default

GEOM_OPT_HESSIAN
Hessian status

VARIABLE:
INTEGER
DEFAULT:
DIAGONAL Set up (default) diagonal Hessian
OPTIONS:
DIAGONAL Set up (default) diagonal Hessian
READ Have exact or initial Hessian. Use asisif Cartesian

or transform if internals
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GEOM_OPT_LINEAR_ANGLE
Threshold for near linear bond angles (degrees)
VARIABLE:
INTEGER
DEFAULT:
165 degrees
OPTIONS:
n User-defined level
RECOMMENDATION:
Use default

GEOM_OPT_MAX _CYCLES
Maximum number of optimisation cycles
VARIABLE:
INTEGER
DEFAULT:
20
OPTIONS:
User defined positive integer
RECOMMENDATION:
Use the default, increase for difficult cases

GEOM_OPT_MAX DIIS
Controls maximum size of subspace for GDIIS
VARIABLE:
INTEGER
DEFAULT:
0 Do not use GDIIS
OPTIONS:
0 Do not use GDIIS
-1 Default size = min(NDEG, NATOMS, 4) NDEG = number of
molecular degrees of freedom
n Size specified by user
RECOMMENDATION:
Use default or do not set n too large
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GEOM_OPT_MODE
Determines Hessian mode followed during TS search

VARIABLE:

INTEGER
DEFAULT:

0 Mode following off
OPTIONS:

0 Mode following off

n Maximise along mode n
RECOMMENDATION:

Use default

GEOM_OPT_TOL_DISPLACEMENT
Convergence on maximum atomic displacement
VARIABLE:
INTEGER
DEFAULT:
1200 = 1200 x 10° tolerance on maximum atomic displacement
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied

GEOM_OPT_TOL_ENERGY
Convergence on energy change of successive optimisation cycles
VARIABLE:
INTEGER
DEFAULT:
100 = 100 x 10° tolerance on maximum gradient component
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied
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GEOM_OPT_TOL_GRADIENT
Convergence on maximum gradient component
VARIABLE:
INTEGER
DEFAULT:
300 = 300 x 10° tolerance on maximum gradient component
OPTIONS:
Integer value (tolerance = value x 10°)
RECOMMENDATION:
Use the default. To converge GEOM_OPT_TOL_GRADIENT and
one of GEOM_OPT_TOL_DISPLACEMENT and
GEOM_OPT_TOL_ENERGY must be satisfied

GEOM_OPT_SYMFLAG
Controls the use of symmetry in OPTIMIZE
VARIABLE:
INTEGER
DEFAULT:
1 Make use of point group symmetry
OPTIONS:
1 Make use of point group symmetry
0 Do not make use of point group symmetry
RECOMMENDATION:
Use default

GEOM_OPT_UPDATE
Controls the Hessian update algorithm

VARIABLE:
INTEGER
DEFAULT:
-1 Use the default update algorithm
OPTIONS:
-1 Use the default update algorithm
0 Do not update the Hessian (not recommended)
1 Murtagh-Sargent update
2 Powell update
3 Powell-Murtagh-Sargent update (TS default)
4 BFGS update (OPT default)
5 BFGS with safeguards to ensure retention of positive definiteness
(GDISS default)

RECOMMENDATION:
Use default
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C.9 MOLECULAR PROPERTIESAND ANALYSIS

CHEMSOL
Controls the use of ChemSol in Q-Chem
VARIABLE:
INTEGER
DEFAULT:
0 Do not use ChemSol
OPTIONS:
1 Perform a ChemSol calculation

CHEMSOL_EFIELD
Determines how the solute charge distribution is approximated in evaluating the
electrostatic field of the solute.

VARIABLE:

INTEGER
DEFAULT:

1 Exact solute charge distribution is used.
OPTION:

0 Solute charge distribution is approximated by Mulliken
atomic charges. Thisisafaster, but less rigorous
procedure.

CHEMSOL_NN
Sets the number of grids used to calculate the average hydration free energy.
VARIABLE:
INTEGER
DEFAULT:
5 AGhygr will be averaged over 5 different grids
OPTIONS:
n number of different grids (Max = 20).
DORAMAN
Controls calculation of Raman intensities. Requires JOBTYPE to be set to FREQ
VARIABLE:
LOGICAL
DEFAULT:
FALSE Do not calculate Raman intensities
OPTIONS:
FALSE Do not calculate Raman intensities

TRUE Do calculate Raman intensities
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IGDESP
Controls evaluation of the electrostatic potential on agrid of points. If enabled,
the output isin an ACSII file, plot.esp, in the format x,y,z,esp for each point.
VARIABLE:
INTEGER
DEFAULT:
none no electrostatic potential evaluation
OPTIONS:
-1 read grid input via the $plots section of the input deck
+n read n grid points from the ACSII file ESPGrid

INTRACULE
Controls whether intracule properties are calculated (see also $intracule)
VARIABLE:
LOGICAL
DEFAULT:
FALSE No intracule properties
OPTIONS:
TRUE Evauate intracule properties

MULTIPOLE_ORDER
Determines highest order to of multipole momentsto print if wave function
analysis requested
VARIABLE:
INTEGER
DEFAULT:
4
OPTIONS:
n Calculate moments to n" order

NBO
Controls the use of the NBO package
VARIABLE:
LOGICAL
DEFAULT:
FALSE Do not invoke the NBO package
OPTIONS:
FALSE Do not invoke the NBO package
TRUE Do invoke the NBO package
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POP_MULLIKEN
Controls running of Mulliken population analysis

VARIABLE:

LOGICAL/INTEGER
DEFAULT:

TRUE (1) Calculate Mulliken population
OPTIONS:

FALSE (0) Do not calculate Mulliken Population
TRUE (1) Calculate Mulliken population

2 Also calculate shell populations for each occupied orbital.
RECOMMENDATIONS:
TRUE. Trivial additional calculation
READ _VDW
Controls the input of user-defined atomic radii for ChemSol calculation
VARIABLE:
LOGICAL
DEFAULT:
FALSE Use default ChemSol parameters
OPTIONS:
TRUE Read from the $van_der_waals section of the input file

SOLUTE_RADIUS
Sets the Onsager solvent model cavity radius
VARIABLE:
INTEGER  a,=SOLUTE_RADIUS/10000
DEFAULT:
No default
OPTIONS:
User-defined
RECOMMENDATION:
Use equation (8.1)

SOLVENT_DIELECTRIC
Sets the dielectric constant of the Onsager solvent continuum
VARIABLE:
INTEGER €=SOLVENT_DIELECTRIC/10000
DEFAULT:
No default
OPTIONS:
User-defined
RECOMMENDATION:
As per required solvent

STEWART



C-44 Appendix C: $rem Variable Reference

Controls whether a Stewart atom analysisis performed (see also $stewart and
$stewart_auxbasis)
VARIABLE:
LOGICAL
DEFAULT:
FALSE No Stewart analysis
OPTIONS:
TRUE Perform Stewart analysis

SYMMETRY_DECOMPOSITION
Determines symmetry decompositions to calculate

VARIABLE:
INTEGER
DEFAULT:
1 Calculate MO eigenvalues and symmetry (if available)
OPTIONS:
0 No symmetry decomposition
1 Calculate MO eigenvalues and symmetry (if available)
2 Perform symmetry decomposition of kinetic energy and

nuclear attraction matrices

WAVEFUNCTION_ANALYSIS
Controls the running of the default wave function analysis
VARIABLE:
LOGICAL
DEFAULT:
TRUE Perform default wave function analysis
OPTIONS:
TRUE Perform default wave function analysis.
FALSE Do not perform default wave function analysis
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C.10 PRINTING

CC_PRINT
Controls the output from post-MP2 coupled cluster module of Q-Chem
VARIABLE:
INTEGER
DEFAULT:
1
OPTIONS:
0>7 Higher values can lead to deforestation...

CHEMSOL _PRINT
Controls printing in the ChemSol part of the Q-Chem output file.

VARIABLE:
INTEGER
DEFAULT:
0 Limited printout
OPTIONS:
1 Full printout.
DIIS PRINT
Controls the output from DIl S SCF optimization
VARIABLE:
INTEGER
DEFAULT:
0
OPTIONS:
0
1 Chaosen methodand DII S coefficients & solutions
2 Level 1 pluschangesin multipole moments
3 Leve 2 plus Multipole moments
4 Level 3 plus extrapaoated Fock matrices
MOM_PRINT
Switches printing onwithin the MOM procedure
VARIABLE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
FALSE Printing isturned off

TRUE Printingisturned on
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GEOM_OPT_PRINT
Amount of OPTIMIZE print output

VARIABLE:
INTEGER
DEFAULT:
3 Error messages, summary, warning, standard information and
gradient print out
OPTIONS:
0 Error messages only
1 Leve 0 plus summary and warning print out
2 Level 1 plus standard information
3 Level 2 plus gradient print out
4 Level 3 plus hessian print out
5 Level 4 plusiterative print out
6 Level 5 plusinternal generation print out
7 Debug print out

RECOMMENDATION:
Use the default

PRINT_GENERAL_BASIS
Controls print out of built in basis sets in input format
VARIABLE:
LOGICAL
DEFAULT:
False Do not print out standard basis set information
OPTIONS:
TRUE Print out standard basis set information
FALSE Do not print out standard basis set information
RECOMMENDATIONS:
Useful for modification of standard basis sets

PRINT_ORBITALS
Prints orbital coefficients with atom labelsin analysis part of output.
VARIABLE:
INTEGER/LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE Prints occupied orbitals plus 5 virtuas.
NVIRT Number of virtualsto print.
RECOMMENDATION:
Use TRUE unless more virtuals are desired.
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SCF_FINAL_PRINT
Controlslevel of output from SCF procedure to Q-Chem output file at the end of

the SCF
VARIABLE:
INTEGER
DEFAULT:
0 No extra print out
OPTIONS:
0 No extra print out

1 Orbital Energiesonly
2 Leve 1 plusMOs
3 Leve 2 plus Fock and density matrices

SCF_GUESS PRINT
Controls printing of guess MOs, Fock and density matrices

VARIABLE:
INTEGER
DEFAULT:
0 Do not print guesses
OPTIONS:
0 Do not print guesses
SAD
1 Atomic density matrics and molecular matrix
2 Level 1 plus density matrices
CORE and GWH
1 No extra output
2 Level 1 plus Fock and density matrices and, MO coefficients and
eigenvalues
READ

1 No extra output
2 Leve 1 plus density matrices, MO coefficients and eigenvalues
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SCF_PRINT
Controlslevel of output from SCF procedure to Q-Chem output file
VARIABLE:
INTEGER
DEFAULT:
0 Minimal, concise, useful and necessary output
OPTIONS:
0 Minimal, concise, useful and necessary output
1 Level 0 plus component breakdown of SCF electronic energy
2 Leve 1 plusdensity, Fock an MO matrices on each cycle
3 Leve 2 plus two-electron Fock matrix components (Coulomb, HF

exchange and DFT exchange-correlation matrices) on each cycle
RECOMMENDATION:
Proceed with care; can result in extremely large output files at level 2 or
higher

VIBMAN_PRINT
Controls level of extra print out for vibrational analysis

VARIABLE:
INTEGER
DEFAULT:
1 Standard full information print out
OPTIONS:
1 Standard full information print out
3 Level 1 plusvibrational frequenciesin atomic units
4 Level 3 plus mass weighted Hessian matrix, projected mass-
weighted Hessian matrix
6 Level 4 plus vectors for trandations and rotations, projection
matrix

RECOMMENDATION:
Use default



